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ABSTRACT 
A finite horizon H-infinity cheap control problem with a 
given performance level for a linear system with state 
delays is considered. By a proper transformation of the 
control variable, this problem is converted to an H-
infinity control problem for a singularly perturbed 
system. For this new problem, parameter-free sufficient 
conditions of the existence of solution and the solution 
(controller) itself are obtained. These results are applied 
to solution of a nonstandard H-infinity control problem. 
  
Keywords: H-infinity cheap control, time-delay system, 
singular perturbation, nonstandard H-infinity control 
problem 

 
1. INTRODUCTION 

∞H  control problems are studied extensively in the 
literature for systems without and with delays in the 
state variables (Basar and Bernard 1991, Bensoussan, 
Da Prato, Delfour and Mitter 1992, Doyle, Glover,  
Khargonekar and Francis 1989, Fridman and  Shaked 
1998, Fridman and Shaked 2000, van Keulen 1993). 
The solution of an ∞H  control problem for a linear 
system can be reduced to a solution of a game-theoretic 
Riccati equation. In the case of an undelayed system, 
the Riccati equation is finite dimensional (matrix one), 
while in the case of a delayed system, it is infinite 
dimensional (operator one). The operator Riccati 
equation can be reduced to a hybrid system of three 
matrix equations of Riccati type. Analysis and solution 
of this system are very complicated. Therefore, it is 
extremely important a study of classes of ∞H  control 
problems with delays, for which the investigation of the 
operator Riccati equation can be simplified. One of such 
classes is the class of ∞H  cheap control problems. 

The ∞H  cheap control problem is an ∞H  problem 
with a small control cost (with  respect to state and 
disturbance costs) in the cost functional. A cost 
functional with a small control cost arises in many 
topics of control theory. For instance, it arises in the 
regularization method of a singular optimal control 
(Bell and  Jacobson 1975), in studying the limitations of 
optimal regulators and filters (Braslavsky, Seron,  
Maine and Kokotovic 1999, Kwakernaak and Sivan 

1972, Seron, Braslavsky, Kokotovic and Mayne 1999), 
in analysis of control problems with a high control gain 
(Kokotovic, Khalil and O'Reilly 1986), in the 
investigation of inverse control problems (Moylan and. 
Anderson 1973), in the design of a robust control for 
systems with disturbances (Turetsky and Glizer 2004, 
Turetsky and Glizer 2011), and some others. 
      Cheap control problems for systems without 
disturbances (uncertainties) were widely investigated in 
the literature. The case of systems with undelayed 
dynamics was treated more extensively (Bikdash, 
Nayfeh and Cliff 1993, Jameson and O'Malley 1974/75, 
Kokotovic, Khalil and O'Reilly 1986, O'Malley and 
Jameson 1977, Sabery and Sannuti 1987, Smetannikova 
and Sobolev 2005). The case of systems with delayed 
dynamics was studied less extensively (Glizer 1999, 
Glizer 2005, Glizer 2006, Glizer, Fridman and Turetsky 
2007, Glizer 2009a). In both cases, an optimal control 
problem was analyzed. ∞H  cheap control problems 
have been studied in the literature much less (Glizer 
2009b, Toussaint and Basar 2001). It should be noted 
that two-player zero-sum differential games with a 
cheap control cost of one of the players in the 
performance index were analyzed in (Glizer 2000, 
Petersen 1986, Starr and Ho 1969, Turetsky and Glizer 
2004, Turetsky and Glizer 2011). In these works, the 
case of an undelayed game dynamics and a cheap 
control cost for the player, minimizing the performance 
index, was analyzed, which makes the problems, 
considered in these works, to be close to the ∞H  cheap 
control problem for a system without delays. 
       In the present paper, a system with point-wise and 
distributed state delays and with a square-integrable 
disturbance is considered. For this system, a finite 
horizon ∞H  cheap control problem is formulated. A 
method of asymptotic analysis and solution of the 
considered ∞H  cheap control problem is proposed. 
This method is based on: (i) an equivalent 
transformation of the ∞H  cheap control problem to a 

new ∞H  problem for a singularly perturbed controlled 
system; (ii) an asymptotic decomposition of the 
resulting problem into two much simpler parameter-free 
subproblems, the slow and fast ones. Using controllers, 
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solving the slow and fast subproblems, a composite 
controller, solving the transformed problem, is 
designed. The latter yields a controller, solving the 
original ∞H  cheap control problem. Note that the 

algorithm of the analysis of the finite horizon ∞H  
cheap control problem, considered in this paper, is 
similar to that applied in (Glizer 2009b) for analysis of 
the infinite horizon ∞H  cheap control problem. Along 
with this, there are essential differences in studying 
these problems both in main assumptions and 
techniques. 

The results, obtained for the ∞H  cheap control 
problem, are applied to the solution of a nonstandard 

∞H  control problem, i.e. the problem in which the 
functional does not contain a quadratic control cost. 
        The following main notations are applied in the 
paper: (1) nE  is the n -dimensional real Euclidean 
space; (2) ⋅  denotes the Euclidean norm either of a 
vector or of a matrix; (3) the prime denotes the 
transposition of a matrix )(, 'AA  or of a vector 

)(, 'xx ; (4) ];,[2 nEcbL  is the Hilbert space of n -
dimensional vector-valued functions square-integrable 
on the interval ],[ cb , the norm in this space is denoted 

as 
],[2 cbL

⋅ ; (5) ];,[ nEcbC  is the Banach space of 

n -dimensional vector-valued functions continuous on 
the interval ],[ cb , the norm in this space is denoted as 

],[ cbC
⋅ ; (6) nI  is the n -dimensional identity matrix; 

(7) ),(col yx , where mn EyEx ∈∈ , , denotes the 
column block-vector of the dimension mn +  with the 
upper block x  and the lower block y , i.e., 

''' ),(=),(col yxyx .  
 
2. PROBLEM FORMULATION  
2.1.  ∞H  Cheap Control Problem 
Consider the controlled system 
 

),()()(

)()()(=)(
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where ][0,Tt ∈ ; nEtx ∈)( , mEty ∈)( , 

mEtu ∈)( , ( u  is a control), qEtw ∈)( , ( w  is a 

disturbance); 0>h  is a given constant time delay; 

ijA , 1,2)=,( ji , 1iH , )(1 τiG , iF , 1,2)=(i  and 

B  are given time-invariant matrices of corresponding 
dimensions; B  has the full rank; the matrix-functions 

)(1 τiG , 1,2)=(i  are piece-wise continuous for 

,0][ h−∈τ . 

       Assuming that ]E;T[0,L)t(w q2∈ , consider 
the functional  
 

,dt])t(w)t(u

)t(yD)t(y)t(xD)t(x[=)w,u(J
2222

2
'

1
'T

0

γε

ε

−+

+∫       (3) 

 
where 1D  is symmetric positive-semi-definite, 2D  is 
symmetric positive-definite matrices; 0>γ  is a given 
constant; 0>ε  is a small parameter. 
      The ∞H  control problem with a performance level 
γ  for the system (1)-(2) is to find a controller 

)t)]((y),(x[u* ⋅⋅  that ensures the inequality 

0),( * ≤wuJε  along trajectories of (1)-(2) for all 

]E;T[0,L)t(w q2∈  and for 
0.t0,=)t(y0,=)t(x ≤     

The presence of a small multiplier 2ε  in the control 
cost of the functional (3) means that this problem is the 

∞H  cheap control problem.  
 
2.2.  Transformation of the Cheap Control Problem 
By the control transformation )()(1/=)( tvtu ε , 

where v  is a new control, the ∞H  problem (1)-(3) 
becomes  

 

),()()(

)()()(=)(

111

0

111211

twFdtxG

htxHtyAtxA
dt

tdx

h
+++

−++

∫− τττ
                (4) 

 

),()(})()(

)()()({=)(

221

0

212221

twFtBvdtxG

htxHtyAtxA
dt

tdy

h
ετττ

εε

++++

−++

∫−
           (5) 

0,0,=)(0,=)( ≤ttytx                                  (6) 

.dt])t(w)t(v

)t(yD)t(y)t(xD)t(x[=)w,v(J
222

2
'

1
'T

0

γ−+

+∫       (7)     

 
Note that the system (4)-(5) is singularly perturbed 
(Kokotovic, Khalil and O'Reilly 1986). The state 
variables )(⋅x  and )(⋅y  are the slow and fast ones, 
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respectively. In this system, the slow state variable is 
with a delay, while the fast state variable is delay free. 
       In the sequel, we deal with the ∞H  problem 
consisting of the system (4)-(5), the initial conditions 
(6) and the cost functional (7), which is called the 
original ∞H  control problem (OHICP). Once a 
controller of the OHICP is obtained, the corresponding 
controller of the ∞H  problem (1)-(3) is obtained by 
using the equation )()(1/=)( tvtu ε .  
 
2.3. Solvability Conditions 
Consider the following )()( mnmn +×+ -block-
matrices  
 

,
0
0

=,=
21

11

2221

1211
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
H
H

H
AA
AA

A                         (8) 

 

,
0

0
=,

0)(
0)(

=)(
2

1

21

11
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
D

D
D

G
G

G
τ
τ

τ               (9) 

 
and the matrix )(εS  
 

.
0

=,=

,=)(

2

1

22

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛

′−′ −−

B
B~

F
F

F~

B~B~F~F~S εγε
                                  (10) 

 
The matrix )(εS  can be represented in the block form  

.
)(

=

=)(

3
'
2

21

'2'
22

2'
12

2

'
21

2'
11

2

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛

−
Δ

−−−

−−

ε

εγγ
γγ

ε

SS
SS

BBFFFF
FFFF

S
          (11) 

 
       Consider the following set of Riccati-type ordinary 
differential and two partial first-order differential 
equations for the matrices )(tP , ),( τtQ  and 

),,( ρτtR in the domain  =Ω  
0}0,,0:),,{( ≤≤−≤≤−≤≤ ρτρτ hhTtt   

 

,,0)(,0)()()()(

()(=)(

'

'

DtQtQtPStP

)tPAAtP
dt

tdP

−−−−

−−

ε
          (12)     

 

),0,t(R)(G)t(P

),t(Q))t(P)(SA(=),t(Q
t

'

ττ

τετ
τ

−−

+−⎟
⎠
⎞

⎜
⎝
⎛

∂
∂

−
∂
∂

(13)                             

  

).,()(),()(),(

),()(=),,(

''

'

ρετρτ

ρτρτ
ρτ

tQStQGtQ

tQGtR
t

−−

−⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
∂
∂

−
∂
∂

−
∂
∂

 (14)              

 
The matrices )(tP , ),( τtQ  and ),,( ρτtR  satisfy 
the boundary conditions  
 

0,=),,(0,=),(0,=)( ρττ TRTQTP          (15) 
  

,)(=),( HtPhtQ −                                                 (16) 
  

.),(=),,(
),,(=),,(

'

'

HtQhtR
tQHhtR
ττ

ττ

−

−
                                    (17) 

  
It is seen that the matrix-functions ),( τtQ  and 

),,( ρτtR  are present in the set (12)-(14) with 
deviating arguments. The problem (12)-(17) is, in 
general, of a high dimension. Moreover, due to the 
expression for )(εS , this problem is ill-posed for 

0 +→ε . 
Lemma 2.1. Let, for a given 0>ε , there exist a 
solution )},,,(),,,(),,({ ερτετε tRtQtP  of (12)-
(17) such that  
 

).,,,(=),,,(
),,(=),(

'

'

ετρερτ

εε

tRtR
tPtP

                                (18) 

 
Then, for this ε , the controller  
 

),(=],)(),,(

)(),([=))]((),([
0

'1*

yxcolzdtztQ

tztPBtyxv

h
ττετ

εε

++

−⋅⋅

∫−

−

          (19) 

  
solves the OHICP. 
Proof. The lemma is a direct technical extension of the 
result of (Glizer 2003) (Theorem 2.1 and its proof) 
where the case of only a point-wise state delay in the 
controlled system has been considered. 
Remark 2.1. Due to the above mentioned features of 
the problem (12)-(17), verifying the existence of its 
solution and searching this solution are very 
complicated tasks. 

 
2.4. Objectives of the Paper 
The objectives of this paper are the following: 
(i) to derive ε -free reduced conditions, guaranteeing 
the existence of a controller solving the OHICP for all 
sufficiently small 0>ε ; 
(ii) to design a controller much simpler than (19), which 
being ε -free solves the OHICP for all sufficiently 
small 0>ε ; 
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(iii) to apply the above mentioned results to the solution 
of a nonstandard ∞H  control problem. 

 
3. FORMAL CONSTRUCTING A SIMPLIFIED 

CONTROLLER FOR THE OHICP 
In this section, we propose a method of constructing a 
simplified controller for the OHICP. This method is 
based on an asymptotic decomposition of the OHICP 
into two much simpler ε -free subproblems, the slow 
and fast ones. 

 
3.1. Slow Subproblem  
The slow subproblem is obtained from the OHICP by 
setting there formally 0=ε  and redenoting vyx ,,  

and J  by sss vyx ,,  and sJ , respectively. Thus, we 
have  

 

)()()(=)(
111211 htxHtyAtxA

dt
tdx

sss
s −++  

 

0,>),()()( 111

0
ttwFdtxG sh

+++ ∫− τττ         (20) 

  
),[0,0,=)( +∞∈ttBvs                                     (21) 

  
0,0,=)( ≤ttxs                                                  (22) 

  

.dt])t(w)t(v

)t(yD)t(y)t(xD)t(x[=J
222

s

s2
'
ss1

'
s

T

0s

γ−+

+∫         (23) 

 
Since the matrix B  is invertible, the equation (21) 
yields  
 

).[0,0,=)( +∞∈ttvs                                        (24) 
 

By substituting (24) into (23), we obtain  
 

.dt])t(w

)t(yD)t(y)t(xD)t(x[=J
22

s2
'
ss1

'
s

T

0s

γ−

+∫         (25) 

 
Since the variable )(tys  does not satisfy any equation 

for )[0,+∞∈t , one can choose it to satisfy a desirable 
property of the system (20). This means that the 
variable )(tys  can be considered as a control variable 
in the system (20). Thus, the functional (25), calculated 
along trajectories of this system, depends on the control 
variable )(tys  and the disturbance 

];[0,)( 2 qETLtw ∈ , i.e., ),(= wyJJ sss . For the 

system (20), we can formulate the following ∞H  
control problem with a performance level γ : to find a 

controller ))](([ txy ss ⋅  that ensures the inequality 

0),( ≤wyJ ss  along trajectories of (20),(22) for all 

];[0,)( 2 qETLtw ∈ . This ∞H  control problem is 

called the slow ∞H  control subproblem (SHICP) 
associated with the OHICP. 
       Consider the following set of Riccati-type matrix 
ordinary differential and two first-order partial 
differential equations with deviating arguments:  

 

,,0)(,0)()()(

)()(=)(

1
'

'
1111

DtQtQtPStP

tPAAtP
dt

tdP

sssss

ss
s

−−−−

−−
         (26) 

  

),,0,()()(
),())((

=),(

11

'
11

ττ
τ

τ
τ

tRGtP
tQStPA

tQ
t

ss

sss

s

−−
+−

⎟
⎠
⎞

⎜
⎝
⎛

∂
∂

−
∂
∂

                                  (27) 

  

),,(),(

)(),(),()(

=),,(

'
1

''
1

ρτ

ρτρτ

ρτ
ρτ

tQStQ

GtQtQG

tR
t

sss

ss

s

−

−−

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
∂
∂

−
∂
∂

−
∂
∂

                       (28) 

  
where .= '

12
1

212
'

11
2 ADAFFSs

−− −γ  
The set of equations (26)-(28) is subject to the boundary 
conditions  

 
0,=),,(0,=),(0,=)( ρττ TRTQTP sss    (29) 

  
,)(=),( 11HtPhtQ ss −                                             (30) 

 

.),(=),,(

),,(=),,(

11
'

'
11

HtQhtR

tQHhtR

ss

ss

ττ

ττ

−

−
                                   (31) 

 
Similarly to Lemma 2.1, one has the following 
proposition. 
Proposition 3.1. Let there exist a solution 

)},,(),,(),({ ρττ tRtQtP sss  of (26)-(31) in the 

domain Ω , such that  
 

).,,(=),,(),(=)( '' τρρτ tRtRtPtP ssss          (32) 
  
Then, the controller  
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⎥⎦
⎤

⎢⎣
⎡ ++

×−⋅

∫−

−

τττ dtxQtxP

ADtxy

sshss

ss

)()()(

=))](([
0

'
12

1
2

*

                     (33) 

solves the SHICP. 
 

3.2. Fast Subproblem  
The fast subproblem is obtained in the following three 
stages. First, the slow variable )(⋅x  is removed from 
the equation (5) and the cost functional (7) of the 
OHICP. Second, the following transformation of 
variables is made in the resulting problem:  

 
),(=)(),(=)(,= ξεξξεξεξ ff vvyyt  

)),(),((=))(),((

),(=)(

,1 ξξεεξεξ

ξεξ

fff

f

wvJwvJ

ww
         (34) 

  
where ξ , fy , fv , fw  and fJ  are new independent 
variable, state, control, disturbance and cost functional, 
respectively. Thus, we obtain the system and the cost 
functional  
 

0,>),()(

)(=)/(

2

22

ξξεξ

ξεξξ

ff

ff

wFBv

yAddy

+

+
                              (35) 

  

.d])(w)(v)(v

)(yD)(y[=)w,v(J
2

f
2

f
'
f

f2
'
f

/T

0fff

ξξγξξ

ξξ
ε

−

+∫
           (36) 

 
Finally, neglecting formally the terms with the 
multiplier ε  in (35) and replacing formally ε/T  by 
∞+  in (36) yields the system  

 
0.>),(=)/( ξξξξ ff Bvddy                           (37) 

  
and the cost functional 

.d])(w)(v)(v

)(yD)(y[=)w,v(J
2

f
2

f
'
f

f2
'
f0fff

ξξγξξ

ξξ

−

+∫
+∞

           (38)  

For the system (37) and the cost functional (38), the 

∞H  control problem with a performance level γ  can 
be formulated as follows. To find a controller 

)]([* ξff yv  that stabilizes (37) and ensures the 

inequality 0),( * ≤fff wvJ  along its trajectories for all 

];[0,)( 2
q

f ELw +∞∈ξ  and for 0=(0)fy . This 

∞H  control problem is called the fast ∞H  control 
subproblem (FHICP) associated with the OHICP. 

       Let K  be any mm × -matrix such that BK  is a 
Hurwitz matrix. Then, the controller 
  

)(=)]([* ξξ fff Kyyv                                             (39) 
 
solves the FHICP. 
       Note, that the FHICP is a particular case of the 
infinite horizon ∞H  control problem, considered in 
(Basar and Bernard 1991). Due to results of this book, if 
there exists a solution fP  of the algebraic matrix 
Riccati-type equation  

 
0,=2

' DPBBP ff +−                                             (40) 
  
such that fPBB ′−  is a Hurwitz matrix, then the matrix 

gain K  in (39) can be chosen as  
 

.= '
fPBK −                                                             (41) 

 
       Let us show that the above mentioned solution of 
(40) exists. Indeed, since the matrix 2D  is positive 
definite, then there exist the unique positive definite 
solution of (40)  
 

,)())()((

)(=
1/2'1/21/2'

2
1/2'

1/2'

−

− ×

BBBBDBB

BBPf
                     (42) 

 
where the superscript "1/2" denotes the unique 
symmetric positive definite square root of respective 
symmetric positive definite matrix, the one "-1/2" 
denotes the square root of respective inverse matrix. 
Now, using (41) and (42), we have  
 

.)())()((
)(=

1/2'1/21/2'
2

1/2'

1/2'

−

×−

BBBBDBB
BBBK

                      (43) 

  
Since 2D  is positive definite and B  is not singular, 
then the equation (43) means that the matrix BK  is 
Hurwitz. Hence, the controller  

  
)(=)]([ '* ξξ ffff yPByv −                                    (44) 

  
solves the FHICP. 

 
3.3. Composite Controller for the OHICP 
In this subsection, based on the control )(tvs , given by 

(24), the controller ))](([* txy ss ⋅ , solving the SHICP, 

and the controller )]([* ξff yv , solving the FHICP, we 
construct a composite controller for the OHICP. Then, 
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we show that this controller solves the OHICP for all 
sufficiently small 0>ε . 
       The composite controller is constructed in the form 
  

)],/(~[)(=))]((),([ * εtyvtvtyxv fsc +⋅⋅                (45) 
  
where )/(~ εty  is defined as follows  

).)](([)(=)/(~ * txytyty s ⋅−
Δ

ε                                  (46) 
 
Substituting (24) and (44) into (45), and using (33),  
(42) and (46) yield after some rearrangement  

 
)t(x)t(PAD[P'B=)t)]((y),(x[v s

'
12

1
2fc
−−⋅⋅  

]d)t(x),t(QAD)t(y s
'
12

1
2

0

h
τττ +++ −

−∫         (47)       

 
 

4. ε -FREE SOLVABILITY CONDITIONS FOR 
THE OHICP 

Theorem 4.1. Let there exist a solution 
)},,(),,(),({ ρττ tRtQtP sss  of (26)-(31) in the 

domain Ω , satisfying the conditions (32). Then, there 
exists a positive number *ε , such that the controller 
(47) solves the OHICP for all ](0, *εε ∈ . 
Proof. The proof of the theorem consists of four parts. 
For the sake of saving the space of the paper, we present 
here a sketch of the proof. 
Part I. By substituting the controller (47) into the 
system (4)-(5) and the cost functional (7), we obtain  

 

),()()(

)()()(=)(

111

0

111211

twFdtxG

htxHtyAtxA
dt

tdx

h
+++

−++

∫− τττ
              (48) 

  

)()(][

)()]([=)(

21
'

22

'
12

1
2

'
21

htxHtyPBBA

txtPADPBBA
dt

tdy

f

sf

−+−+

− −

εε

εε
 

[ ]
),()(

),()(

2

'
12

1
2

'
21

0

twFdtx

tQADPBBG sfh

εττ

ττε

++

×−+ −

−∫           (49)        

 

[ )()()(=)(=),( 1
'

0
txtDtxwJwvJ P

T

cc ∫
Δ

τττ dtxtDtx

tyDtytytDtx

Qh

PP

)(),()(2

)()()()()(2

1

0'

3
'

2
'

++

++

∫−
 

τττ dtxtDty Qh
)(),()(2 2

0' ++ ∫−  

ρτρρττ ddtxtDtx Rhh
)(),,()( 1

'00
+++ ∫∫ −−

      

] ,dt)t(w 22γ−                                                 (50) 
 
 where  
 

),()(=)( '
12

1
21211 tPADAtPDtD ssP
−+                   (51) 

,2=,)(=)( 23122 DDAtPtD PsP                          (52) 

),,(=),(

),,()(=),(
'
122

'
12

1
2121

ττ

ττ

tQAtD

tQADAtPtD

sQ

ssQ
−

            (53) 

).,(),(=),,( '
12

1
212

'
1 ρτρτ tQADAtQtD ssR

−         (54)                      
 
        Thus, the proof of the theorem is reduced to a 
proof of fulfilment of the following inequality for all 
sufficiently small 0>ε :  
 

],;[0,)(0)( 2 q
c ETLwwJ ∈⋅∀≤                     (55) 

  
along trajectories of the system (48)-(49) subject to the 
initial conditions (6). 
Part II. Consider the following )()( mnmn +×+  
block matrices  

 

,
PBBAtPAPA

AA
tÂ

fsf
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−− −−− '1

22
'
12

11
21

1211

)(

=),(

εε

ε
      (56) 

 

,
0),()(
0)(

=),,(

'
12

11
21

11

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
− −− τετ

τ
ετ

tQAPG
G

tĜ

sf

                    (57) 

  

,
0),(
0),(

=),(

,
)()(
)()(

=)(

2

1

3
'

2

21

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛

τ
τ

τ
tD
tD

tD

tDtD
tDtD

tD

Q

Q
Q

PP

PP
P

                          (58) 

  

.=

,
00

0),,(
=),,(

'2

1

FFS

tD
tD

F

R
R

−

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛

γ

ρτ
ρτ

                  (59) 

 
       Consider the following system of ordinary and 
partial matrix differential equations of Riccati type with 
respect to )()( mnmn +×+ -matrices )(ˆ tP , 

),(ˆ τtQ  and ),,(ˆ ρτtR  in the domain Ω :  
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),(,0)(,0)()()(

)(),(),()(=)(

'

'

tDtQ̂tQ̂tP̂StP̂

tP̂tÂtÂtP̂
dt

tP̂d

PF −−−−

−− εε
      (60) 

  

),,(),0,(),,()(

),())(),((

=),(

'

ττετ

τε

τ
τ

tDtR̂tĜtP̂

tQ̂tP̂StÂ

tQ̂
t

Q

F

−−

−+−

⎟
⎠
⎞

⎜
⎝
⎛

∂
∂

−
∂
∂

                (61) 

  

),,(),(),(),,(

=),,(

'' ερτρετ

ρτ
ρτ

tĜtQ̂tQ̂tĜ

tR̂
t

−−

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
∂
∂

−
∂
∂

−
∂
∂

 

 
.tDtQ̂StQ̂ RF ),,(),(),(' ρτρτ −−                     (62) 

 
The system (60)-(62) is considered subject to the 
boundary conditions  

 
0,=),,(ˆ0,=),(ˆ0,=)(ˆ ρττ TRTQTP       (63) 

,),(=),,(

),,(=),,(

,)(=),(

'

'

HtQ̂htR̂

tQ̂HhtR̂

HtP̂htQ̂

ττ

ττ

−

−

−

                                  (64) 

  
where the matrix H  is given in (8). 
       Let us show the following. If for some 0>ε , the 
problem (60)-(64) has a solution 
 

)},,,(ˆ),,,(ˆ),,(ˆ{ ερτετε tRtQtP  such that  

,),,(
),,,,(=),,,(

),,(=),(
'

'

Ωρτ
ετρερτ

εε

∈t
tR̂tR̂

tP̂tP̂

                           (65) 

 
 then, for this ε , the inequality (55) is satisfied along 
trajectories of the system (48)-(49) subject to the initial 
conditions (6). 
Part III. Consider the following functional, depending 
on the parameter ][0,Tt∈ , on a vector mnE +∈0ϕ  

and on a function ];,[)( 2 mn
z EthtL +−∈θϕ :  

 

θθϕεθϕ

ϕεϕθϕϕ

dttQ̂

tP̂tV

z

t

ht

z

)(),,(2

),(=)](,,[
'
0

0
'
00

−+ ∫−

Δ

 

.)(

),,,()('

σθσϕ

εσθθϕ

dd

tttR̂

z

z

t

ht

t

ht
×−−+ ∫∫ −−                    (66) 

 
 Let, for a given ];[0,)( 2 qETLw ∈⋅ , the vector 
function )])(,[ˆ)],(,[ˆ(=)](,[ˆ ⋅⋅ wtytwtxcolwtz , 

][0,Tt∈ , be the solution of the system (48)-(49) 
subject to the initial conditions (6). Such a solution 
exists and is unique. Let, for a given ][0,Tt∈ , 

[ ])](w,[ẑ)],(w,t[ẑ,tV=)t(V̂ ⋅⋅
Δ

θ . Calculating the 

derivative of )(ˆ tV , we obtain after some 
rearrangement  

 

θθθ dwẑttDwtẑ

wtẑtDwtẑ
dt

tV̂d

Q

t

ht

P

)](,[),()](,[2

)](,[)()](,[=)(

'

'

⋅−⋅−

⋅⋅−

∫−
 

22

R
't

ht

t

ht

)t(wdd)](w,[ẑ

)t,t,t(D)](w,[ẑ

γσθσ

σθθ

+⋅

×−−⋅− ∫∫ −−  

,)](w,t[ŵ)t(w 22 ⋅−− γ                                   (67) 
 
 where  
 

].d)](w,[z),t,t(Q̂

)](w,t[z),t(P̂[F=)](w,t[ŵ
t

ht

'2

θθεθ

εγ

⋅−+

⋅⋅

∫ −

−

          (68) 

 
Equation (67) directly yields the inequality ][0,Tt∈∀  
 

θθθ dwẑttDwtẑ

wtẑtDwtẑ
dt

tV̂d

Q

t

ht

P

)](,[),()](,[2

)](,[)()](,[)(

'

'

⋅−⋅+

⋅⋅+

∫−

0.)t(wdd)](w,[ẑ

)t,t,t(D)](w,[ẑ
22

R
't

ht

t

ht

≤−⋅

×−−⋅+ ∫∫ −−

γσθσ

σθθ
         (69) 

 
 Integrating the inequality (69) from 0=t  to Tt =  
and using the conditions (6) and (63) immediately yield 
the fulfilment of the inequality (55) along trajectories of 
the system (48)-(49) subject to the initial conditions (6). 
Part IV. The existence of solution to the problem (60)-
(64) for all sufficiently small 0>ε , which satisfies the 
conditions (65), is shown by formal constructing and 
justifying the zero-order asymptotic solution to the 
problem (60)-(64). This asymptotic solution can be 
obtained in the way similar (but not identical) to (Glizer 
1999). This completes the proof of the theorem. 
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Corollary 4.1. Under the conditions of Theorem 4.1, 
the controller 

)t)]((y),(x[v)(1/=)t)]((y),(x[u cc ⋅⋅⋅⋅ ε  

solves the ∞H  control problem (1)-(3) for all 

](0, *εε ∈ . 
 
5. NONSTANDARD ∞H  CONTROL PROBLEM 
In this section, we consider the following functional for 
the system (1)-(2):  

 

.dt])t(w

)t(yD)t(y)t(xD)t(x[=)w,u(J
22

2
'

1
'T

0

γ−

+∫    (70) 

 
 It is seen that the functional (70) does not contain a 
quadratic control cost. 
       The nonstandard ∞H  control problem with a 
performance level γ  for the system (1)-(2) (NHICP) is 

to find a controller )t)]((y),(x[u* ⋅⋅  that ensures 

the inequality 0),( * ≤wuJ  along trajectories of (1)-

(2) for all   ]E;T[0,L)t(w q2∈  
and  for    .0t,0)t(y,0)t(x ≤==  
        Since the functional (70) does not contain a 
quadratic control cost, the approach, proposed in 
Lemma 2.1 for the solution of the ∞H  control problem 
(4)-(7), is not applicable for the solution of the NHICP. 
In order to solve the NHICP, we replace the functional 
(70) with the cheap control functional (3). Such a 
replacing leads to the ∞H  control problem (4)-(7), for 
which Corollary 4.1 gives ε -free reduced-order 
solvability conditions, as well as the controller solving 
this problem. Due to this corollary, the employing the 
controller )t)]((y),(x[(u=)t(u c ⋅⋅  in the system 
(1)-(2) subject to the initial conditions 

00,=)(0,=)( ≤ttytx  yields the following 

inequality for all ]E;T[0,L)t(w q2∈  and all 

](0, *εε ∈ :  

0,dt)t)]((y),(x[v)w,u(J 2
c

T

0c ≤⋅⋅+ ∫        (71) 

 where the arguments )(⋅x  and )(⋅y  for cv  constitute 

the solution )),t(y),,t(x(col εε  of the system (48)-
(49) subject to the initial conditions (6). 
        From the inequality (71), one directly has 

0),( ≤wuJ c , which implies that the controller 

)t)]((y),(x[(u=)t(u c ⋅⋅  solves the NHICP for all 

](0, *εε ∈  if there exist a solution 

)},,(),,(),({ ρττ tRtQtP sss  of (26)-(31) in the 

domain Ω , satisfying the conditions (32). 
Remark 5.1. The inequality (71) yields a stronger 
inequality than 0),( ≤wuJ c . Namely,  

 

.dt)t)](,(y),,(x[v)w,u(J 2
c

T

0c εε ⋅⋅−≤ ∫    (72) 

  
The integral in the right-hand side of this inequality 
depends on ](0, *εε ∈ . The following theorem gives 
an estimate of this integral for small enough 0>ε . 
Theorem 5.1. Let there exist a solution 

)},,(),,(),({ ρττ tRtQtP sss  of (26)-(31) in the 

domain Ω , satisfying the conditions (32). Then there 
exists a positive number *

1ε , ( **
1 εε ≤ ), such that, for 

any given ];[0,)( 2 qETLtw ∈  and all ](0, *
1εε ∈ , 

the following inequality is satisfied:  

( ) ,)t(wa

dt)t)](,(y),,(x[v0
2

]T[0,2L

2
c

T

0

ε

εε ≤⋅⋅≤ ∫
               (73) 

 where 0>a  is some constant independent of ε . 
 Proof. In order to save the space, we present here a 
sketch of the proof. 
       The left-hand inequality in (73) is obvious. Proceed 
to the proof of the right-hand one. 
       Asymptotic analysis of the problem (48)-(49), (6) 
leads to the existence of a constant **

1<0 εε ≤  such 

that, for any given ]E;T[0,L)t(w q2∈  and all 

](0, *
1εε ∈ , the following inequalities are valid:  

 
,)t(wa)t(x),t(x

]T[0,2L1]T[0,C
εε ≤−         (74) 

  
,)t(wa)t(y),t(y

]T[0,2L
1/2

1]T[0,C
εε ≤−     (75) 

  
where 0>1a  is some constant independent of ε , 

,)(),(=)( 10
dsswFsttx x

t
Φ∫                                  (76) 

  

,)(),(=)( 10
dsswFstty y

t
Φ∫                                  (77) 

 the nn × -matrix-valued function ),( stxΦ  is the 

solution of the following problem for :Tts0 ≤≤≤  
 

( )

( )(G)s,ht(H

)s,t()t(PADAA=
dt

)s,t(d

11

0

h11

xs
'
12

1
21211

x

τΦ

Φ
Φ

∫−

−

+−+

−
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) ,ds)s,t(),t(QADA xs
'
12

1
212 τΦτ +− −               (78) 

  
,=),(;<0,=),( nxx Issstst ΦΦ                (79) 

and the nm × -matrix-valued function ),( styΦ  has 
the form  
 

),()(=),( '
12

1
2 sttPADst xsy Φ−Φ −  

 

.),(),('
12

1
2

0
τττ dsttQAD xsh

+Φ− −

−∫                     (80) 

 
Now, by using the inequalities (74)-(75) and the 
equations (76)-(80), one obtains after some 
rearrangement the inequality  
 

,)t(wa

)t)](,(y),,(x[v

]T[0,2L
1/2

2

]T[0,Cc

ε

εε ≤⋅⋅
                          (81) 

 
 where 0>a2  is some constant independent of ε . 
        The inequality (81) directly yields the right-hand 
inequality in (73). 
 
6. CONCLUSIONS 
In this paper, a linear controlled system with point-wise 
and distributed state delays and a square-integrable 
disturbance is considered. For the sake of simplicity, it 
is assumed that this system consists of two modes. One 
of them is controlled directly, while the other is 
controlled through the first one. Moreover, it is 
considered the case where the state variable of the 
directly controlled mode has no delays. For this system, 
the finite horizon ∞H  control problem with a given 
performance level is studied. The control cost in the 
cost functional of this problem is assumed to be small 
with respect to the state and disturbance costs, i.e., the 
considered problem is the ∞H  cheap control problem. 
By using a simple control transformation, this problem 
is converted to the ∞H  control problem for a system 
with a small multiplier 0>ε  for a part of the 
derivatives, i.e., for a singularly perturbed system. In 
this singularly perturbed system, the slow state variable 
has delays, while the fast state variable has not. This 
new ∞H  control problem, considered as an original 
one, is analyzed in the sequel of the paper. For this 
problem, reduced-order solvability conditions, valid for 
any positive small enough ε , are derived. The ε -free 
controller, solving this problem for all sufficiently small 
values 0>ε , also is designed. This controller, being 
multiplied by ε/1 , yields the controller, solving the 

∞H  cheap control problem. These results are applied to 

the solution of the nonstandard ∞H  control problem. It 

is shown that the controller, solving the ∞H  cheap 

control problem, also solves the nonstandard ∞H  
control problem. Moreover, it is shown that this 
controller ensures the cost functional of the nonstandard 

∞H  control problem to be smaller than the negative 
function of ε , the absolute value of which is of order of 
ε  for all sufficiently small values 0>ε . 
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ABSTRACT 
A linear system with scalar control and disturbance is 

considered. The robust controllability of this system to a 

given target set is studied in the classes of linear and 

saturated linear strategies. In previous works, the 

analysis of this problem was limited to continuous sign-

constant gains. Such an approach has been inspired by 

those practical problems, where the control coefficient 

function in the scalar system, corresponding to the 

original one, is sign-constant. For systems of sign-

varying control coefficient functions using a sign-

varying discontinuous gain is proposed. It is shown that 

using such a gain considerably increases the robust 

controllability set of the corresponding strategy. 

 

Keywords: linear controlled system, disturbance, linear 

feedback strategy, saturated linear feedback strategy, 

robust controllability set  

 

1. INTRODUCTION 

Controllability is one of the basic system properties. 

This property has been well studied for systems without 

uncertainties by using an open-loop control (Kalman, 

1960; Kwakernaak and Sivan, 1972; Bryson and Ho, 

1975; Gabasov and Kirillova, 1976). However, this 

elegant theory is not applicable to real-life systems, 

affected by unmeasurable input parameters 

(uncertainties). For such systems, controllability should 

be augmented by the robustness property with respect to 

any admissible uncertainty realization. As a rule, the 

robust controllability can be realized by a feedback 

control. In the framework of differential games of kind, 

this property (called sometimes playability) was studied 

extensively (Isaacs, 1965; Blaquiere et al., 1969; 

Krasovskii and Subbotin, 1988; Lewin, 1994). There, 

the input uncertainty (disturbance) is considered as the 

control of an opponent. Various types of robust 

feedback controllability of systems with uncertainties 

were investigated in (Petersen et al., 1992; Savkin, 

1997; Savkin and Petersen, 1999; Turetsky and Glizer, 

2004; Ganebny et al., 2006). 

The general robust controllability concept does 

not take into account possible control constraints, 

although such constraints are indispensable part of most 

practical control problems. For analysis of the robust 

controllability problem with control constraints, in 

(Glizer and Turetsky, 2012), it was developed a concept 

of a robust controllability set. According to this 

concept, the robust controllability set is constructed for 

a so-called robust transferring feedback strategy, which 

steers the closed-loop system from the maximal 

possible set of initial positions to a prescribed target set 

against any admissible disturbance. The time 

realizations of such a strategy may violate the 

prescribed hard control constraints for some initial 

positions and for some admissible disturbances. By 

taking into account the hard constraints, the maximal 

possible set of initial positions is reduced to the robust 

controllability set. If the system trajectory emanates 

from any point of this set, the corresponding time 

realization of the robust transferring strategy satisfes the 

control constraint, robustly with respect to all 

admissible disturbances. 

In (Glizer and Turetsky, 2012), two classes of 

robust transferring strategies – linear and saturated 

linear – have been studied. The gains of these strategies 

were assumed to be non-zero and smooth, which means 

that they are sign-constant. Such gains are effective in 

the case where the control coefficient function in the 

scalar system, corresponding to the original one, is sign-

constant. However, a non-minimum phase controller, 

which can be found in some applications, leads to a 

sign- varying control coefficient function. In this case, 

the robust controllability set of a strategy with a sign-

constant gain becomes small or even empty. In this 

paper, we propose to use non-zero sign-varying gains 

with the sign opposite to the sign of the control 

coefficient function. Note that such gains are 

necessarily discontinuous. It is shown that such 

extension of the class of admissible gains enlarges 

considerably the robust controllability sets of  linear 

strategies and of saturated linear strategies. 
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2. PROBLEM STATEMENT 

 

2.1. Original Controlled System  
Consider a controlled dynamic system  

 

= ( ) ( ) ( ) ( ), 0 ,
f

x A t x b t u c t v f t t t+ + + ≤ ≤ɺ  (1) 

 where 
n

x R∈  is a state vector; 
1

u R∈  and 
1

v R∈  

are the control and the disturbance, respectively; 
f

t  is a 

prescribed final instant of time; the matrix-valued 

function ( )A t  and the vector-valued functions ( )b t , 

( )c t , ( )f t  are continuous on [0, ]
f

t . 

The control and the disturbance satisfy the constraints  

 

| | ,
u

u ρ≤                                                                    (2) 

| | ,
v

v ρ≤                                                                      (3) 

 

where 
u

ρ , 
v

ρ  are given positive constants. 

Definition 1  A function = ( , )u u t x , 

( , ) {( , ) : [0, ), }n

x ft x t x t t x R∈ ∈ ∈S ≜ , is called 

an  admissible feedback strategy for the system (1), if 

the corresponding closed-loop system has a unique 

absolutely continuous solution ( )x t , [0, )
f

t t∈ , for 

any admissible disturbance ( )v t  and for any initial 

condition 0 0( ) =x t x , 0 0( , )
x

t x ∈S . It is also 

assumed that there exists  

 

0

( ) ( ).limf
t t

f

x t x t
→ −

≜  (4) 

The target set is the linear manifold in ( , )t x -space  

 

0= {( , ) : = , = 0},T

x ft x t t d x d+T  (5) 

 

where 1 2= ( , , , )T n

n
d d d d R∈…  is a prescribed non-

zero vector, 0d  is a prescribed scalar. 

The control objective is to bring the system (1) 

from a given initial position 0 0( ) =x t x , 

0 0( , )
x

t x ∈S , to the target set (5), respecting the 

control constraint (2), by means of an admissible 

feedback strategy ( , )u t x , for all admissible 

disturbances ( )v t . 

Definition 2  An admissible strategy is called  robust 

transferring from a given initial position 0 0( , )
x

t x ∈S  

to 
x
T , if for any admissible ( )v t : ( )

f x
x t ∈T . It is 

called robust transferring from 
x x
⊆M S  to 

x
T , if it 

is robust transferring from any point 0 0( , )
x

t x ∈M  to 

x
T . 

Let, for a given admissible strategy, the set 
max

x x
⊆M S  be the maximal set, from which it is 

robust transferring to 
x
T . The set 

max max= ( ( ))
x x

u ⋅M M  is called the  robust 

transferrable set of the strategy ( )u ⋅ . 

Definition 3  The subset = ( ( ))
x x

u ⋅C C  of the robust 

transferrable set 
max

x
M  is called the  robust 

controllability set of ( )u ⋅ , if: 

(i) for any initial point 0 0( , )
x

t x ∈C  and any 

admissible disturbance, the time realization of ( , )u t x  

along the trajectory = ( )x x t  satisfies the control 

constraint (2): 

 

0| ( , ( )) | , [ , ).
u f

u t x t t t tρ≤ ∈  (6) 

     

  (ii) for any initial point 
max

0 0( , ) \
x x

t x ∈M C  there 

exist an admissible disturbance and a time moment 

1 0[ , )
f

t t t∈ , such that  

 

1 1| ( , ( )) |> .
u

u t x t ρ  (7) 

 

2.2. Scalarization  

Let ( , )t τΦ , 0
f

t tτ≤ ≤ ≤ , be the fundamental 

matrix of the homogeneous system corresponding to 

(1). By the non-homogenous transformation of the state 

variable in (1),  

0

= ( , ) =

( , ) ( , ) ( ) ,

t
f

T

f f

t

z z t x

d t t x t f d dτ τ τ
 
 Φ + Φ +
 
 

∫
 (8) 

 this system is reduced (Glizer and Turetsky, 2012; 

Gutman, 2006) to the scalar equation  

 

1 2= ( ) ( ) ,z h t u h t v+ɺ  (9) 

 

 where  

 

1

2

( ) = ( , ) ( ),

( ) = ( , ) ( ).

T

f

T

f

h t d t t b t

h t d t t c t

Φ

Φ
 (10) 

 Note that due to the continuity of ( )A t , ( )b t  and 

( )c t , the functions 1( )h t  and 2 ( )h t  are continuous on 

[0, ]
f

t . For the scalar system (9), the target set (5) 

becomes  
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= { ,0}.
z f

tT  (11) 

For such scalar systems, the definitions 1 – 3 are 

reformulated. 

Definition 4  A function = ( , )u u t z , 

( , ) {( , ) : [0, ), }z

z ft z t z t t z R∈ ∈ ∈S ≜ , is called 

an  admissible feedback strategy for the system (9), if 

the corresponding closed-loop system has the unique 

absolutely continuous solution ( )z t , [0, )
f

t t∈ , for 

any admissible disturbance ( )v t  and for any initial 

condition 0 0( ) =z t z , 0 0( , )
z

t z ∈S . It is also assumed 

that there exists  

0

( ) ( ).limf
t t

f

z t z t
→ −

≜  (12) 

 Definition 5  An admissible strategy ( , )u t z  is called  

robust transferring from a given initial position 

0 0( , )
z

t z ∈S  to 
z
T , if for any admissible ( )v t : 

( )
f z

z t ∈T . It is called robust transferring from 

z z
⊆M S  to 

z
T , if it is robust transferring from any 

point 0 0( , )
z

t z ∈M  to 
z
T , 

For a given admissible strategy, let the set 
max

z z
⊆M S  be the maximal set, from which it is 

robust transferring to 
z
T . 

Definition 6  The set 
max= ( ( ))

z z z
u ⋅ ⊆C C M  is called 

the  robust controllability set of ( )u ⋅ , if for any initial 

point 0 0( , )
z

t z ∈C  and any admissible disturbance, the 

time realization of ( , )u t z  along the trajectory 

= ( )z z t  satisfies the control constraint (2):  

 0| ( , ( )) | , [ , ).
u f

u t z t t t tρ≤ ∈  (13) 

Remark 1 Let the strategy ( , )u t z  be robust 

transferring for the system (9) from 
z z
⊆M S  to 

z
T . 

In (Glizer and Turetsky, 2012), it is proved that if the 

strategy  

 ( , ) = ( , ( , )),u t x u t z t xɶ  (14) 

 where ( , )z t x  is given by (8), is admissible for the 

system (1), then it is robust transferring for this system 

from  

 0 0 0 0 0= {( , ) : ( , ( , )) }
x z

t x t z t x ∈M M  (15) 

 to the target set  (5). This yields that if ( ( ))
z

u ⋅C  is the 

robust controllability set of ( , )u t z , then the set  

 0 0 0 0 0= {( , ) : ( , ( , )) ( ( ))},
x z

t x t z t x u∈ ⋅C C  (16) 

 is the robust controllability set of ( , )u t xɶ , given by 

(14). 

Remark 1 allows to confine the following 

analysis only to the scalar case. 

 

2.3. Previous Results  

In this section, the main results of the book (Glizer and 

Turetsky, 2012, Chapters 2 – 3) on the construction of 

the robust controllability sets for linear and saturated 

linear robust transferring strategies are briefly 

summarized. 

 

2.3.1. Linear Strategy 

Let us introduce the characteristic numbers 1 0N ≥ , 

1C , 2 0N ≥ , 2C  of the coefficient functions 1( )h t  

and 2 ( )h t  of (9): assuming that that the limit exists, 

 

0

( )
0, = 1,2.lim

( )

i
iN

it t
f f

h t
C i

t t→ −
≠

−
≜  (17) 

 

 It is assumed that  

 

2 1.N N≥                                                                (18) 

 

Consider the linear strategy  

 

( , ) = ( ) ,u t z K t z  (19) 

 

 where the gain function ( )K t  satisfies the following 

conditions:   

  (I)  ( ) 0K t ≠  for [0, )
f

t t∈ . 

  (II)  ( )K t  is continuously differentiable for 

[0, )
f

t t∈ . 

  (III)  one of two following limit conditions is satisfied: 

 

0

( ) = ,lim
t t

f

K t
→ −

+∞  (20) 

 

or 

 

0

( ) = ,lim
t t

f

K t
→ −

−∞  (21) 

 

   (IV)  there exists > 1
K

N  such that 

 

0

( )( ) = 0,lim
N

K
f

t t
f

K t t t C
→ −

− ≠ɺ  (22) 

 

    (V)  either 

 

1 1> 2, and < 0,
K

N N CC+  (23) 

 

or 
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2

1 1= 2, and < ( 1) ,
K K

N N CC N+ − −  (24) 

The set of all gains ( )K t , satisfying the 

conditions (I) – (V), is denoted as K . If the condition 

(18) is satisfied, then the linear strategy (19) with the 

gain ( )K t ∈K  is robust transferring from 
z
S  to 

( ,0)
f

t . 

Let us introduce the function  

 

*

1 2

( , ( )) =

( ( )) ( ) | ( ) |,signu v

t K t

Z K t h t h tρ ρ− −ɺ

P
 (25) 

 

where  

 

*( ) .
| ( ) |

uZ t
K t

ρ
≜  (26) 

 

 Assume that the set of zeros of the function 

( , ( ))t K tP  on (0, )
f

t  is finite (including empty). Due 

to this assumption, there exists 0 <
f

tδ ≤  such that 

two cases can be distinguished: 

 Case 1:  

 

( , ( )) > 0, ( , ).
f f

t K t t t tδ∈ −P  (27) 

 

 Case 2:  

 

( , ( )) < 0, ( , ).
f f

t K t t t tδ∈ −P  (28) 

 

Let for a given ( )K t , the set T  consist of all distinct 

zeros of  ( , ( ))t K tP  with positive slope. If ≠ ∅T , 

it can be written as 2, where 1 2< < <
p

t t t… . Let in 

this case 0( )
i

Z t , = 1, ,i p… , be the solution of the 

terminal value problem  

 

0 0 1 0 2 0/ = ( ) ( ) | ( ) |,
v

dZ dt K t h t Z h tρ+  (29) 

*( ) = ( ),
i i

Z t Z t  (30) 

 

 on the interval [0, ]
i

t . In Case 2, an additional function 

1 0( )
p

Z t+  is defined as the solution of the equation (29) 

with the initial condition  

 

1
0

(0) = ( ),limp
t t

f

Z F t+
→ −

 (31) 

 where  

2

0

| ( ) | ( , ) | ( ) |

( ) ,
| ( ) | ( ,0)

t

u v

t

K t G t h d

F t
K t G t

ρ ρ ξ ξ ξ− ∫
≜  (32) 

1( , ) = exp( ( ) ( ) ).

t

G t K h d
ξ

ξ η η η∫  (33) 

Let r  be the maximal index ( 1,r p∈  in Case 1 

or 1, 1r p∈ +  in Case 2), such that the trajectory 

0 0= ( )
r

z Z t  intersects the 0t -axis, and 

= ( ( )) (0, )
c c r

t t K t⋅ ∈  be the last time moment such 

that ( 0) > 0
r c

Z t + , ( 0) < 0
r c

Z t − . If no trajectory 

intersects the 0t -axis, then = 0
c

t . If =
c f

t t , then the 

robust controllability set ( ( ))
z

K ⋅C  of the strategy (19) 

is empty. 

Theorem 1  Let for a given gain ( )K t ∈K , Case 1 be 

valid. Then ( ( ))
z

K ⋅ ≠ ∅C . 

      If ≠ ∅T , then  

 

0 0 0( ( )) = {( , ) : < ,
z c f

K t z t t t⋅ ≤C  

 
*

0 0 0 0| | min{ ( ), ( ), , ( )}}.r pz Z t Z t Z t≤ …  (34a) 

 

      If = ∅T , then  

 
*

0 0 0 0 0( ( )) = {( , ) : < , | | ( )}.z c fK t z t t t z Z t⋅ ≤ ≤C

(34b) 

Theorem 2  Let for a given gain ( )K t ∈K , Case 2 be 

valid. If ( ( ))
z

K ⋅ ≠ ∅C , it is given as follows.   

     If ≠ ∅T , then  

 

0 0 0( ( )) = {( , ) : < ,
z c f

K t z t t t⋅ ≤C  

*

0 0 0 0 1 0| | min{ ( ), ( ), , ( ), ( )}}.r p pz Z t Z t Z t Z t+≤ …  

 (35a) 

     If = ∅T , then 

0 0 0( ( )) = {( , ) : < ,
z c f

K t z t t t⋅ ≤C  

*

0 0 1 0| | min{ ( ), ( )}}.pz Z t Z t+≤  (35b) 

                       

 Remark 2 It follows from Theorems 1 and 2 that 

the robust controllability set ( ( ))
z

K ⋅C  is symmetric 

with respect to the 0t -axis, and is described as  

 

0 0 0 0 0

( ( )) =

{( , ) : < , | | ( )}.

z

c f b

K

t z t t t z Z t

⋅

≤ ≤

C
 (36) 
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The function 0( )
b

Z t  denotes the respective boundary 

functions in (34) – (35). 

 

2.3.2. Saturated Linear Strategy 

Let us consider the saturation of (19) for ( , )
z

t z ∈S :  

 

s ( , ) = Sat( ( ) ) =

, ( ) > ,

( ) , | ( ) | ,

, ( ) < .

at

u u

u

u u

u t z K t z

K t z

K t z K t z

K t z

ρ ρ
ρ

ρ ρ




≤
 − −

                                    (37) 

 

Remark 3  This saturated linear strategy respects by 

definition the control constraint along any trajectory of 

(9). Therefore, its robust controllability set 
s s= ( ( ))at at

z z
K ⋅C C  consists of all the points 

0 0( , )
z

t z ∈S , from which this strategy is robust 

transferring. In general, the strategy (37) is not robust 

transferring from the entire set 
z
S  to the target point 

( ,0)
f

t . However, it is robust transferring at least from 

the robust controllability set 
z
C  of the strategy (19). In 

this subset, ( )K t z  is robust transferring and 

| ( ) ( ) |
u

K t z t ρ≤ . Thus, for any gain ( )K t ∈K ,  

 
s ( ( )) ( ( )).at

z z
K K⋅ ⊇ ⋅C C                                          (38)                                                                                                 

 

The inclusion (38) is illustrated by Fig. 1, where 

4
f

t = . The strip 

{ }0 0 0 0( , ) : [0,4], ( , )z t z t z= ∈ ∈ −∞ +∞S   is the 

robust transferrable set of a linear robust transferring 

strategy ( , ) ( )u t z K t z= . The set, denoted as I,  

consists of all initial positions, from which the time 

realizations of the strategy ( ) ( )u K t z t=  satisfy the 

constraint (2). This also implies that the saturated linear 

stratefgy ( )Sat ( ) ( )u K t z t=  is robust transferring 

from this set.  The set II is the set of all initial positions, 

for which | ( ) ( ) |
u

K t z t ρ> , while the saturated linear 

strategy still remains robust transferring. The set III 

contains all the points of  
z
S , for which  

| ( ) ( ) |
u

K t z t ρ>  and  the saturated linear strategy is 

not robust transferring. In other words, 

( ( ))
z

I K= ⋅C ,
s ( ( )) ( ( ))at

z z
II K K= ⋅ ⋅�C \C  and 

s ( ( ))at

z z
III K= ⋅� \CS . From the practical viewpoint, 

the inclusion (38) means that implementing the 

saturated linear strategy is preferable than the 

corresponding linear strategy. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure  1: Illustration of the Inclusion (38) 

 

Let ( ; , )z t t z , [ , )
f

t t t∈ , denote the solution of the 

initial value problem  

 

1 s 2= ( ) ( , ) ( ) , ( ) = .
at

z h t u t z h t v z t z+ɺ  (39) 

Theorem 3  If 
s ( ( ))at

z
K ⋅ ≠ ∅C , it is given by  

 
s

0 0 0 0 0 0

( ( )) =

{( , ) : [ , ), | | ( )},

at

z

s s

c f

K

t z t t t z Z t

⋅

∈ ≤

C
 (40) 

where  

 

0 0 0 0

=

min{ [0, ) :  0 : ( ; , ) = 0},

s

c

f f

t

t t z z t t z∈ ∃ ≥
 (41) 

0 0 0 0( ) = ( ; , ),s s s

c
Z t z t t z  (42) 

0 0 0= max{ 0 : ( ; , ) = 0}.s s

f cz z z t t z≥  (43) 

 

Introduce the function  

 

 1 2( ) ( | ( ) | | ( ) |) .

t
f

m u v

t

Z t h h dρ ξ ρ ξ ξ−∫≜  (44) 

 

Theorem 4  Let  

 

1( ) 0, [0, ).
f

h t t t≠ ∈  (45) 

 

 and  

 

( ) > 0, [0, ).
m f

Z t t t∈  (46) 

 

 Then  

 
s

0 0 0 0 0

( ( ))

{( , ) : [0, ), | | ( )}.

at m

z z

f m

K

t z t t z Z t

⋅ ⊆

∈ ≤

C C

≜
 (47) 
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 Moreover,  

 
s ( ( )) = ,at m

z z
K ⋅C C  (48) 

 

 if and only if  

 

/ | ( ) | ( ), [0, ).
u m f

K t Z t t tρ ≤ ∈  (49) 

 

Remark 4  Due to (Glizer and Turetsky, 2008), for any 

admissible robust transferring strategy ( , )u t z :  

 

( ( )) .m

z z
u ⋅ ⊆C C  (50) 

 

This means that, subject to the conditions (45), (46) and 

(49), the robust controllability set 
s ( ( ))at

z
K ⋅C  is 

maximal for the system (9). 

 

3. NEW RESULTS 

For any ( )K t ∈K , let define the sign-varying gain  

 

1 1

1 1

( ) | ( ) |, ( ) 0,sign

( ) =

( 0) | ( 0) |, ( ) = 0,sign

h t K t h t

K t

h t K t h t

− ≠


− + +

ɶ

 [0, )
f

t t∈                                                          (51) 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure  2a: Illustration of the Equation (51) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure  2b: Illustration of the Equation (51) 

 

The construction of the gain  ( )K tɶ  is illustrated by 

Fig. 2. The set of all such functions is denoted ɶK . 

Remark 5  Due to (51), for all ( )K t ∈ ɶɶ K : 

| ( ) |K t ∈ɶ K . 

Let extend the set of admissible gains to the set  

 

1 = .∪ ɶK K K  (52) 

 

 For ( )K t ∈K , the robust controllability set of a 

linear and a saturated linear strategies is constructed by 

Theorems 1 – 2 and Theorem 3, respectively. In this 

section, the sets ( ( ))
z

K ⋅C  and 
s ( ( ))at

z
K ⋅C  are 

constructed for ( )K t ∈ ɶɶ K . 

 

3.1. Linear Strategy 

Lemma 1  Let ( )K t ∈K  and ( )K t ∈ ɶɶ K  correspond 

to ( )K t  by (51). Then for any initial position 

0 0( , )
z

t z ∈S  and for any admissible disturbance 

( )v t , the initial value problem  

 

1 2 0 0= ( ) ( ) ( ) , ( ) = ,z h t K t z h t v z t z+ɶɺ  (53) 

 

 is equivalent to the initial value problem  

 

1 2 0 0= | ( ) || ( ) | ( ) , ( ) = .z h t K t z h t v z t z− +ɺ  (54) 

 

 Proof. This lemma directly follows from the definition 

(51) of the gain ( )K tɶ .    

          □  

Theorem 5  Let ( )K t ∈K  and ( )K t ∈ ɶɶ K  

correspond to ( )K t  by (51). Let 1( )h t  has only a 

finite number of distinct zeros on the interval [0, ]
f

t . 

Then the robust controllability set ( ( ))
z

K ⋅ɶC  is 

constructed by applying Theorems 1 –2 to the system  

 

1 2= | ( ) | ( ) ,z h t u h t v− +ɺ  (55) 

 

 with the strategy  

 

( , ) =| ( ) | .u t z K t z  (56) 

 

 Moreover,  

 

( ( )) ( ( )).
z z

K K⋅ ⊇ ⋅ɶC C  (57) 

  

Proof. The first statement of the theorem is a direct 

consequence of Remark 5 and Lemma 1. In order to 
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prove the inclusion (57), it is sufficient to show that if 

0 0( , ) ( ( ))
z

t z K∈ ⋅C , then 0 0( , ) ( ( ))
z

t z K∈ ⋅ɶC . For 

this, let us show that any trajectory of the system (53), 

starting from 0 0( , ) ( ( ))
z

t z K∈ ⋅C , does not leave 

( ( ))
z

K ⋅C . Assume the opposite, i.e. that for some 

initial point 0 0( , ) ( ( ))
z

t z K∈ ⋅C  and for some 

admissible disturbance ( )v t , the trajectory 

2 0 0( ; , , ( ))z t t z v ⋅  of the system (53) leaves ( ( ))
z

K ⋅C  

through its upper boundary. This means that there exist 

the time moment 1 0[ , )
f

t t t∈  and a number > 0δ  

such that 2 1 0 0 1( ; , , ( )) = ( )
b

z t t z v Z t⋅  and for 

1 1( , )t t t δ∈ + :  

 

2 0 0( ; , , ( )) > ( ).
b

z t t z v Z t⋅  (58) 

 

 Note that  

 

1 1| ( ) ( ) | ( ) ( ) , 0.h t K t z h t K t z z− ≤ ≥  (59) 

 

 Let 1 1 1( ; , ( ), ( ))
b

z t t Z t v ⋅  denote the trajectory of the 

system (9) for = ( )u K t z  and the same disturbance 

( )v t  as in (53), starting from the boundary point 

1 1( , ( ))
b

t Z t . Then, by applying Differential Inequality 

Theorem (Hartman, 1964) to the systems (53) and (9) 

with = ( )u K t z , and by using the inequality (59),  

 

2 0 0 1 1 1

1 1 1

( ; , , ( )) ( ; , ( ), ( )),

( , ),

b
z t t z v z t t Z t v

t t t δ

⋅ ≤ ⋅

∈ +
 (60) 

 

where 10 < δ δ≤ . By definition of the robust 

controllability set ( ( ))
z

K ⋅C ,  

 

1 1 1

1 1 1

( ; , ( ), ( )) < ( ),

( , ).

b b
z t t Z t v Z t

t t t δ

⋅

∈ +
 (61) 

 

The inequalities (60) – (61) contradict the inequality 

(58), meaning that the trajectory 2 0 0( ; , , ( ))z t t z v ⋅  

cannot leave ( ( ))
z

K ⋅C  through its upper boundary. 

The fact that it also cannot leave ( ( ))
z

K ⋅C  

through its lower boundary, is proved similarly by using 

the inequality  

 1 1| ( ) ( ) | ( ) ( ) , < 0.h t K t z h t K t z z− ≥  (62) 

                    □  
 

3.2. Saturated Linear Strategy 

Similarly to Lemma 1 and Theorem 5 in the case of a 

linear strategy, the following lemma and theorem hold. 

Lemma 2  Let ( )K t ∈K  and ( )K t ∈ ɶɶ K  correspond 

to ( )K t  by (51). Then for any initial position 

0 0( , )
z

t z ∈S  and for any admissible disturbance 

( )v t , the initial value problem  

 

1 2 0 0= ( )Sat( ( )) ( ) , ( ) = ,z h t K t z h t v z t z+ɶɺ  (63) 

 

 is equivalent to the initial value problem  

 

1 2

0 0

= | ( ) |S (| ( ) | ) ( ) ,

( ) = .

z h t at K t z h t v

z t z

− +ɺ
 (64) 

 

Theorem 6  Let ( )K t ∈K  and ( )K t ∈ ɶɶ K  

correspond to ( )K t  by (51). Let 1( )h t  has only a 

finite number of distinct zeros on the interval [0, ]
f

t . 

Then the robust controllability set 
s ( ( ))at

z
K ⋅ɶC  is 

constructed by applying Theorem 3 to the system  

 

1 2= | ( ) | ( ) ,z h t u h t v− +ɺ  (65) 

 

 with the strategy  

 

( , ) = S (| ( ) | ).u t z at K t z  (66) 

 

Moreover,  

 
s s( ( )) ( ( )).at at

z z
K K⋅ ⊇ ⋅ɶC C  (67) 

 

The following theorem is a direct consequence of 

Theorem 4 and Lemma 2. 

 

Theorem 7  Subject to the condition (46), the robust 

controllability set 
s ( ( ))at

z
K ⋅ɶC  is maximal for the 

system (9) if and only if the inequality (49) is satisfied. 

 

4. INTERCEPTION PROBLEM 

In this section, the results of Section 3 are applied to an 

interception problem with non-minimum phase 

controllers. Consider a planar engagement between two 

point-mass objects (pursuer and evader). The velocities 

p
V  and 

e
V  and the bounds of the lateral acceleration 

commands 
max

pa  and 
max

e
a  of the objects are constant. 

The geometry of such planar engagement is presented in 

Fig. 3. 
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Figure  3: Interception Geometry 

 

In this paper, in contrast with (Glizer and Turetsky, 

2012; Shinar, 1981),  it is assumed that the controllers 

of the pursuer and the evader are described by non-

minimum phase transfer functions  

 

( ) = , = , ,
1

i
i

i

s b
H s i p e

sτ
−
+

 (68) 

 

where 
p

b , 
p

τ , 
e

b  and 
e

τ  are positive constants. 

Assuming that the aspect angles 
p

ϕ  and 
e

ϕ  are small, 

the engagement can be modeled by the system (1). In 

this system, 1x  is the relative separation between the 

objects, normal to the initial line-of-sight; 2x  is the 

relative normal velocity. Due to the non-minimum 

phase form of the transfer functions (68), the variables 

3x  and 4x  are connected to the lateral accelerations of 

the evader and the pursuer by  

 

 3

1
= ,

e

e

a x v
τ

+  (69) 

 4

1
= ,p

p

a x u
τ

+  (70) 

 

 The controls of the pursuer u  and the evader v  are the 

lateral acceleration commands, satisfying the constraints 

(2) – (3) with 
max=u paρ  and 

max=
v e

aρ , respectively. 

The final time is 0= / ( )
f p e

t r V V+ , where 0r  is the 

initial range between the objects. In this example, 

= 700
p

V  m/s, = 800
e

V  m/s, 0 = 6r  km, and, 

consequently, = 4
f

t  s. The matrix A  is  

0 1 0 0

0 0 1 1
( ) ,

0 0 1 / 0

0 0 0 1 /

e

p

A t
τ

τ

 
 − ≡

− 
 − 

 (71) 

 the vectors b  and c  are  

 

( ) (0, 1 / ,0, (1 / )) ,

( ) (0,1 / , (1 / ),0) ,

T

p p p

T

e e e

b t b

c t b

τ τ

τ τ

≡ − − +

≡ − +
 (72) 

 

0 20

20

( ) 0, = (0, ,0,0) ,

= (0) (0).

T

e e p p

f t x x

x V Vϕ ϕ

≡

−
 (73) 

 

 The objective of the pursuer is to nullify the miss 

distance 1| ( ) |
f

x t , i.e. in the target hyperplane, 

= (1,0,0,0)Td , 0 = 0d . 

In the scalar system (9):  

 

1( ) = (1 ) (( ) / ) ,
f

p p f p

p

t t
h t b t tτ ψ τ

τ

−
+ − −  (74) 

  

2 ( ) = (1 ) (( ) / ) ,
f

e e f e

e

t t
h t b t tτ ψ τ

τ

−
+ − −  (75) 

 

where ( ) exp( ) 1ψ ξ ξ ξ− + −≜ . 

 For these coefficient functions, 1 2= = 1N N , 

1 = 1/
p

C τ− , 2 = 1 /
e

C τ− , i.e. the condition (18) 

holds.   

 

Proposition 1  If  

 

1 exp( / )
> ,

(exp( / ) / 1)

f p

p

p f p f p

t
b

t t

τ

τ τ τ

− −

− + −
 (76) 

 

 then the function 1( )h t , given by (74), changes its sign 

once in the interval (0, )
f

t . Moreover, if the 

inequality(76) is not satisfied, then 1( )h t  is sign-

constant for (0, )
f

t t∈ .  

Proof. Let start with the first statement of the theorem. 

The inequality (76) is equivalent to the inequality  

 

1(0) > 0.h   (77) 

 

Note that  

 

1( ) = 0.
f

h t   (78) 

 

The derivative of the function 1( )h t  is  

1

1
( ) = exp( ( ) / ) ,p f p p

p

h t b t t bτ
τ

 
+ − − −  

 

ɺ  (79) 
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 yielding  

 

1

1
( ) = > 0.f

p

h t
τ

ɺ  (80) 

 The relations (77) – (78) and (80) guarantee that the 

function 1( )h t  changes its sign at least once in the 

interval (0, )
f

t . 

Let prove that 1( )h t  changes its sign exactly once in 

the interval (0, )
f

t . Taking into account the equation 

(85), it is sufficient to show that the derivative 1( )h tɺ  

has no more than one zero in the interval (0, )
f

t . 

Indeed, due to (79), the equation 1( ) = 0h tɺ  can be 

rewritten as  

 

exp( ( ) / ) = / (1 ),
f p p p p p

t t b bτ τ τ− − +  (81) 

 

which has no more than one zero in the interval 

(0, )
f

t . This completes the proof of the first statement 

of the proposition. The second statement is proved by 

similar arguments.                                                       □  

 

Consider the linear feedback strategy (19) with the gain  

 
2( ) = / ( ) ,fK t A t t−  (82) 

 

where > 0A . Note that the gain (82) satisfies the 

conditions (I) – (III). The characteristic numbers of this 

gain, defined by (22), are = 3
K

N , = 2C A . Note 

that 1= 2
K

N N +  and the condition 

2

1 = 2 / < ( 1) = 4p KCC A Nτ− − − −  is satisfied for  

 

> 2 .
p

A τ                                                                (83) 

 Thus, for such a gain the conditions (IV) – (V) are also 

satisfied and ( )K t ∈K . Therefore, the strategy  

 
2( , ) = / ( ) ,fu t z Az t t−  (84) 

 

where A  satisfies (83), is robust transferring from 
1= {( , ) : [0, ), }z ft z t t z R∈ ∈S  to ( ,0)

f
t . 

Example. Let = 4
f

t  s, = 0.2
p

τ  s, 
max = 30pa  

m/s
2

, = 0.5
e

b  s
1−

, = 0.2
e

τ  s, 
max = 10
e

a  m/s
2

, 

= 5A  s. For these parameters, the inequality (76) 

becomes > 0.263
p

b . In this example, 
p

b  is chosen 

as = 0.7
p

b  s
1−

. The closed-loop system, 

corresponding to the gain (82), is  

 

1
22

5 ( )
= ( ) .

(4 )

h t
z z h t v

t
+

−
ɺ  (85) 

 

The graph of the function 1( )h t  is depicted in Fig. 2. It 

is seen that this function changes the sign from positive 

to negative at = = 2.37t tɶ . Thus, due to (51),  

 
2

2

5 / (4 ) , 0 < ,
( ) =

5 / (4 ) , < 4.

t t t
K t

t t t

− − ≤


− ≤

ɶ
ɶ

ɶ
 (86) 

 

The equivalent closed-loop system (54), corresponding 

to the gain (86), is  

 
2

1 2= 5 | ( ) | / (4 ) ( ) .z h t z t h t v− − +ɺ  (87) 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure  5: Interception Problem: the Functions  

( , ( ))t K tP  and ( , ( ))t K tɶP  

In Fig. 5, the functions ( , ( ))t K tP  and ( , ( ))t K tɶP  

are depicted. It is seen that Case 1 (see (27)) is valid for 

both gains and 1= { } = {3.19}tT . In Fig. 6, the 

robust controllability sets of the linear control strategies 

( ( ))
z

K ⋅C  and ( ( ))
z

K ⋅ɶC  are depicted, demonstrating 

the advantage of the discontinous-sign gain 

( ( )) ( ( ))
z z

K K⋅ ⊃ ⋅ɶC C .  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure  6: Robust Controllability Sets of the Linear 

Control Strategies ( ( ))
z

K ⋅C  and ( ( ))
z

K ⋅ɶC  
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In Fig. 7, the robust controllability sets of the saturated 

linear control strategies 
s ( ( ))at

z
K ⋅C  and 

s ( ( ))at

z
K ⋅ɶC  

are depicted, showing that, similarly to the case of 

linear strategies, 
s s( ( )) ( ( ))at at

z z
K K⋅ ⊃ ⋅ɶC C . 

 

 
Figure  7: Robust Controllability Sets of the Saturated 

Linear Control Strategies 
s ( ( ))at

z
K ⋅C  and 

s ( ( ))at

z
K ⋅ɶC  

 

5  CONCLUSIONS 
In the paper, a linear controlled system having a sign-

varying control coefficient with bounded disturbance is 

considered. Using for such systems a linear, or a 

saturated linear control strategy with continous-sign 

gain leads to a small (sometimes even empty) robust 

controllability set. Earlier results for constructing the 

robust controllability sets of linear and saturated linear 

transferring strategies are extended to the case of a sign-

varying discontinuous gain. Such an extension is based 

on the reducing the sytem with discontinuous gain 

control to the equivalent system with a corresponding 

continuous gain control. It is shown that by replacing 

the continous gain with a properly chosen discontinous 

gain the robust controllability set is substantially 

enlarged. It is also shown that the robust controllability 

set of a saturated linear control strategy is larget than 

the robust controllability set of the corresponding linear 

control strategy. These results are illustrated by the 

example of an interception problem with non-minimum 

phase controllers of the pursuer and the evader.  
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ABSTRACT 
The MPC algorithm concept is widely used in the 
process industry, but its application in the formation 
flaying control is rare. This paper presents a MPC 
algorithm for the formation in an orbit based on the 
leader-following approach, the linear model 
implemented in the MPC algorithm is based on the 
kepler's nonlinear dynamic equation for the relative 
position. In the suggested control algorithm, a control is 
to be applied as long as the formation is moving in a 
prescribed target interval. As the formation leaves that 
interval, the formation can be left to move naturally 
after imposing the proper initial states to cause the 
formation to return back to that interval with 
approximately the required configuration.  

 
Keywords: Formation keeping, model predictive control 
(MPC), Lyapunov function 

 
1. INTRODUCTION 
Formation flying has been identified as an enabling 
technology for many of NASA’s twenty-first-century 
space and earth science missions. These missions will 
help to revolutionize our understanding of the origin, 
environment, and the evolution of planetary systems 
(Mesbahi and Hadaegh 2001). The Air Force has Also 
identified formation flying as a key technology for the 
21st century. 

According to (Lawton 2000), three principal 
approaches have been developed to coordinate 
spacecraft in formation. These are leader-following, 
behavior-based, and virtual structure. In the leader-
following (LF) approach, one vehicle is chosen to be the 
leader while the remaining vehicles are designated as 
followers. The leader is responsible for achieving the 
position and attitude goals of the formation mission 
while the followers are responsible for achieving the 
formation keeping objectives. In other words, the leader 
tracks a prescribed trajectory while the followers track 
the leader position and attitude with a prescribed offset. 

 
(Kapila, Sparks, Buffington, and Yan 1999), 

developed a control for low-earth orbit formation flying 
in a circular orbit. The Clohessy-Wiltshire (C-W) linear 
dynamic equations are used as a model for the relative 

position. These equations were originally developed in 
the context of the spacecraft rendezvous problem. A 
pulse-based, discrete time feedback control strategy is 
developed based on full state feedback control, and a 
linear quadratic regulator (LQR) approach is used to 
calculate the gains. 

(Queiroz, Kapila, and Yan 2000), proposed an 
adaptive nonlinear control for the problem of formation 
keeping and its stability was proved using Lyapunov 
approach. The full nonlinear position equations were 
used for the descriptions of the position of the leader 
and flower spacecrafts.  

(McInnes, 1995), used simple analytic commands 
to bring a loose ring of satellites into a perfect ring 
formation with uniform intersatellite spacing in a 
circular orbit. For each spacecraft, the Keplarian 
equations of motion are used. A potential function is 
constructed to maintain the relative orientation of 
spacecraft. A control law is selected such that this 
potential function is negative definite. 

(Abdelkhalik and Alberts 2004), developed a 
controller for the formation in an elliptic orbit based on 
the leader following approach. The model of the 
formation flying used for the controller is the 
Keplarian’s nonlinear dynamic equations for the relative 
position, the inverse dynamic techniques was applied 
for developing the control low for the formation flaying 
problem.   

(Manikonda, Arambel, Gopinathan, Mehra, and 
Hadaegh 1999), combined the feedback linearization 
and model predictive control (MPC) to design a 
controller for space formation keeping and attitude 
control, the model used for the purpose of designing the 
MPC controller is based on the assumption of no 
coupling between each space craft. Moreover, (Breger, 
How and Richards 2005), used Hill’s equations of 
relative motion in circular orbit that governs the 
spacecraft to remain inside a specified error box for a 
formation flying control, the model with an assumed 
noise were implemented in the MPC algorithm for a 
formation flying control. 

Formation members will, in general, naturally drift 
away from each other when moving in separate orbits. 
If they were given proper initial relative velocities that 
are corresponding to their initial relative positions then 
they will return to their initial configuration after an 
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orbital period. If formation is required to maintain 
station keeping over a certain target area then the 
formation can be controlled during this period only and 
then the formation will be driven to the appropriate 
initial states for the free flying period.  

The MPC algorithm concept is widely used in the 
process industry (Henson 1998, AbdulRahman, Mokbel 
and Soufian 2002, Rodrigues and Odloak 2000), but its 
application in the formation flaying control is rare. This 
paper presents a MPC algorithm for the formation in an 
orbit based on the leader-following approach. In the 
suggested control algorithm, a control is to be applied 
as long as the formation is moving in a prescribed target 
interval. As the formation leaves that interval, the 
formation can be left to move naturally after imposing 
the proper initial states to cause the formation to return 
back to that interval with approximately the required 
configuration. The linear model implemented in the 
MPC algorithm is the same one that is used by 
(Abdelkhalik and Alberts 2004). The performance of 
the MPC algorithm is compared with the performance 
of the nonlinear control technique based on the inverse 
dynamic to Keplarian’s nonlinear dynamics relative 
motion.   
 
2. RELATIVE ERROR DYNAMIC MODEL 

EQUATION 
As the leader satellite moves in orbit (figure 1), a 
certain desired location for the follower satellite also 
moves with some offset from the leader position. Let 

the position of the leader satellite be lr
r

, the desired 

position of the follower be desrr , and the follower 

satellite position be frr
.  The position of the desired 

position relative to the follower position is: 

fdesdf rrr rrr
−=

                                                     (1) 
This may be called the error in follower relative 
position. The desired follower position relative to the 
leader position is: 

   ldesdl rrr rrr
−=                                                    (2) 

The acceleration of the error in follower relative 
position can then be written as: 

fdllfdesdf rrrrrr &&r&&r&&r&&r&&r&&r −+=−=                          (3)     
Recall from Kepler dynamics for two body motion: 
                                  

3
l

l
l r

rr
r

&&r μ−=
                                                      (4)                        

u
r
r

r
f

f
f

r
r

&&r +−= 3μ
                                                 (5) 

where ur  is the control thrust vector. By assuming that 
0=dlr&&r , this is forced by control objective. 

                          

33
l

l

f

f
df r

r
u

r
r

r
r

r
r

&&r μμ −−=∴
                          (6) 

                                   
 
 
 
 
•  
 

 
•  
•  
•  
Figure 1 Relative positions of satellite in an orbit 

Let x, y, and z be the components of the vector dfr&&r
 

expressed in the RSW coordinate frame as shown in 
figure 1. The center of the RSW frame is located at the 
leader satellite center, where R is a unit vector pointing 
in direction from Earth center to satellite center, S is a 
unit vector in the velocity direction normal to R, and W 
completes the orthonormal set. Then the above dynamic 
model can be linearized in a similar way to that 
mentioned in (Inalhan, Tillerson and How 2002) to 
yield: 

                                                         

x
r

yyfx
tgt

x ⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
−+++−= 3

2 22 μωωω &&&&   

                                                       

y
r

xxfy
tgt

y ⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
++−−−= 3

22 μωωω &&&&

                  (7)                       
                                                            

z
r

fz
tgt

z ⎟
⎟
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⎞
⎜
⎜
⎝

⎛
+−= 3

μ
&&

 
According to the model given above in equation 7, the z 
dynamics are decoupled from the orbital plane 
dynamics and so can be controlled separately. In this 
deployment only the orbital plane dynamics controlled. 
 
3. MODEL PREDICTIVE CONTROL 

ALGORITHM 
The core of the MPC algorithm is the model of the 
plant, which can be in the form of a discrete state as 
follows: 

( 1) ( ( ), ( ))
( ) ( ( ), ( ))

x k f x k u k
y k h x k u k

+ = Δ
= Δ                              (8) 

 With this model form, the future output response of the 
plant can be predicted p-step ahead into the 

future ˆ( )y k l+ , where l = 1,2,……,p. The prediction 

value ˆ( )y k l+ depends on the past actuation and the 
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planned m-step ahead actuation {Δu(k+j), j =1,2, ..., m-
1, m < p}. The planned moves {Δu(k+j), j=1,2,....,m-1} 
are determined as a solution to the following 
optimization problem. 

1
2 2

1 0
( ( / )) ( ( / ))

p m
y u

i i
J e k i k u k i kγ γ

−

= =

= + + Δ +∑ ∑
                                                                                     (9) 
Where,  it can be noticed that the cost function index J 
incorporates the errors e(k+i/k) which is the difference 
between the future reference trajectory r(k+i/k) and the 

predicted output of the system ˆ( / )y k i k+ equation 10, 
the change in the actuation moves Δu(k+i/k), and the 
weighting output γy and input γu. 
                                    

                               (10) 
                                  

   
  Outside the control horizon m, the actuation moves are 
constant and their change Δu(k+i/k) = 0. The first 
element of the minimizing control sequence is 
implemented on the actual plant. Then the whole cycle 
of output measurement, prediction, and input trajectory 
determination is repeated. This procedure is repeated 
one sampling interval later with a new prediction 
horizon, control horizon and reference trajectory 
defined and new output measurement. Because the 
prediction horizon remains of the same length as for the 
previous sampling interval, but slides along by one 
sampling interval at each step, this way of control is 
called receding horizon strategy; the receding horizon 
strategy makes a closed loop control law from the 
original open loop using the actual state and output 
measurement of the plant under control.  

  The optimal control sequence depends on the current 
measurement y(k/k), the prediction horizon p, the 
control horizon m, and the weights γy and γu . One of 
the advantages of the MPC algorithm is its applicability 
to handle in straightforward way multivariable 
interactive control problems, and to extend to 
constrained control problems. 

4. LINEAR CONTROL BASED ON LYAPUNOV 
FUNCTION 

For the time variant system (LTV) in equation 7, 
assume a Laypunov function (Abdelkhalik and Alberts 
2004) of the form: 

                                                            

                                                 

                    (11)    

Substituting for acceleration  from equation 7 
yields, 

                                                           

                             

                         (12) 
Let the control be as follow: 

                                                                  

 
                                                      

  (13)                      

 
Which is negative semi-definite, the equilibrium state 
can be easily checked by setting: 

This makes 

. 
By applying the controls to the equation of motion 7, 
the closed loop system is: 

                                                                    

                                                (14)                      
                                                                     

 
5. SIMULATION RESULTS 
A simulation tool was developed based on the MPC 
Toolbox in the MatLab/Simulink environment. First, an 
open response of the system to error initial conditions 
was obtained using the linear model of the system based 
on controller gains corresponding to ωnx = ωny = 0.0005 
rad/second, and ξx = ξy = 0.65. I t can be noticed from 
figure 2 that the time for the positions and acceleration 
of the system to return back to their zero initial 
conditions is long enough. 
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Figure 2 linear system response for errors initial 

conditions 
The objective of this work is to test the ability and 
cabaplity of the linear controllers to bring the follower 
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to be in distance of 100 m in the x-dirextion and 150 in 
the y-direction from the leader. An elliptical orbit for 
the leader was selected with the following parameters 
(Abdelkhalik and Alberts 2004): semi-major axis is 
6.7781e+006 m, eccentricity 0.005 and inclination of 96 
�, the follower positon is given as the initial conditions 
for the x and y positions. 
The closed loop response of the system having  
parameters similar to those implementd in figure 2 
shows unstability to bring the system to the desired 
values. Hence the controller gains were modified to be 
ωnx = ωny = 0.003 rad/second, and ξx = ξy = 0.65. These 
parameters give a good and fast closed loop response of 
the system as shown in the following figure 3.  

0 50 100 150 200 250
0

20

40

60

80

100

120

X
 [m

]

0 50 100 150 200 250
0

50

100

150

200

Y
 [m

]

0 50 100 150 200 250
-0.05

0

0.05

0.1

0.15

Time [seconds]

ax
 [m

/s
2 ]

0 50 100 150 200 250
-0.1

0

0.1

0.2

0.3

Time [seconds]

ay
 [m

/s
2 ]

 
Figure 3 closed loop system response based on 

Lyapunov function 
 
The model predictive control (MPC) algorithm is 
applied to the system in the interest to get improved 
trajectroy tracking.  For the purpose of testing the MPC 
algorithm, the same formation configuration as in the 
previous controller case is used, which means 
consideing the model as time inveriant model by 
making ωnx = ωny = 0.003, using a sampling period of 1 
to make the model discrete, and do not consider 
controlling the system in z direction. Moreover, the 
output weighting matrix for the relative position in x 
and y direction has been chosen to be γy = 2 and for 
acceleration in both mentioned direction γy = 1, while 
the input weighting γu = 0.9.  in addition to the previous 
mentioned configuration and parameters, the prediction 
horizon  has been chosen p = 5 and the control horizon 
m = 2. The closed loop system response based on the 
MPC algorithm is shown in figure 4. It can be noticed 
from figure 4 that the MPC drove the system to the 
desired x and y positions in short time compared to the 
controller based on Lyapunov function and maintain 
zero error in the control interval. 
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Figure 4 closed loop system response based on MPC 

algorithm 
CONCLUSION 
This work demonstrated the feasibility of maintaining 
the formation conditions in an eccentric orbit in a 
prescribed interval. Two controllers are evaluated; a 
linear Lyapunov function type controller and model 
predictive control algorithm via simulation in the 
MatLab/Simulink environment. Both controllers show 
ability to control the formation and correct the initial 
errors. MPC takes less time to reach the desired 
positions comparing to the controller based on 
Lyapunov function, Moreover, the control gains for the 
controller based on Lyapunov function needs to be 
tuned by simulation to meet the prescribed behavior, 
and some gains may lead to instability. 
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ABSTRACT 
Modal analysis of multi-body systems is broadly used 
to study the behavior and controller design of dynamic 
systems. In both cases, model reduction that does not 
degrade accuracy is necessary for the efficient use of 
these models. Previous work by the author addressed 
the reduction of modal representations by eliminating 
entire modes or individual modal elements (inertial, 
compliant, resistive). In that work, the bond graph 
formulation was used to model the system and the 
modal decomposition was limited to systems with 
proportional damping. The objective of the current work 
is to develop a new methodology such that model 
reduction can be implemented to modal analysis of 
multi-body systems with non-proportional damping that 
are not modeled using bond graphs. This extension also 
makes the methodology applicable to realistic systems 
where the importance of modal coupling terms is 
quantified and potentially eliminated. The new 
methodology is demonstrated through an illustrative 
example. 
 
Keywords: multi-body systems, non-proportional 
damping, modal analysis, model reduction,  

1. INTRODUCTION 
Modeling and simulation have yet to achieve wide 
utilization as commonplace engineering tools. One 
reason is that current modeling and simulation 
techniques are inadequate. Specifically, a major 
disadvantage is that they require sophisticated users 
who are often not domain experts and thus lack the 
ability to effectively utilize the model and simulation 
tools to uncover the important design trade-offs. 
Another drawback is that models are often large and 
complicated with many parameters, making the physical 
interpretation of the model outputs, even by domain 
experts, difficult. This is particularly true when 
“unnecessary” features are included in the model. 

A variety of algorithms have been developed and 
implemented to help automate the production of proper 
models of dynamic systems. Wilson and Stein (1995) 
developed MODA (Model Order Deduction Algorithm) 
that deduces the required system model complexity 
from subsystem models of variable complexity using a 
frequency-based metric. They also defined proper 
models as the models with physically meaningful states 
and parameters that are of necessary but sufficient 
complexity to meet the engineering and accuracy 

objectives. Additional work on deduction algorithms for 
generating proper models in an automated fashion has 
been reported by Ferris et al. (1998), Ferris and Stein 
(1995) and Walker et al. (1996). These algorithms have 
also been implemented and demonstrated in an 
automated modeling environment (Stein and Louca 
1996). 

In an attempt to overcome the limitations of the 
frequency-based metrics, Louca et al. (1997) introduced 
a new model reduction technique that also generates 
proper models. This approach uses an energy-based 
metric (element activity) that in general, can be applied 
to nonlinear systems (Louca et al. 2010), and considers 
the importance of all energetic elements (generalized 
inductance, capacitance and resistance). The 
contribution of each energy element in the model is 
ranked according to the activity metric under specific 
excitation. Elements with small contribution are 
eliminated in order to produce a reduced model. The 
activity metric was also used as a basis for even further 
reduction, through partitioning a model into smaller and 
decoupled submodels (Rideout et al. 2007). 

Beyond the physical-based modeling, modal 
decomposition is also used to model and analyze 
continuous and discrete systems (Meirovitch 1967). 
One of the advantages of modal decomposition is the 
ability to straightforwardly adjust (i.e., reduce) model 
complexity since all modes are orthogonal to each 
other. The reduction of such modal decomposition 
models is mostly based on frequency, and the user 
defined frequency range of interest (FROI) determines 
the frequencies that are important for a specific 
scenario. In this case, modes with frequencies within the 
FROI are retained in the reduced model and modes 
outside this range are eliminated. As expected, mode 
truncation introduces error in the predictions that can be 
measured and adjusted based on the accuracy 
requirements (Li and Gunter 1981; Liu et al. 2000). 

The element activity metric provides more 
flexibility than frequency-based metrics, which address 
the issue of model complexity by only the frequency 
content of the model. In contrast, the activity metric 
considers the energy flow in the system, and therefore, 
the importance of all energy elements in the model can 
be described. Previous work by the author addressed the 
development and reduction of modal representations 
using the bond graph formulation and using the activity 
metric (Louca 2006). This work introduced a 
methodology that reduces the model complexity by 
eliminating entire modes or partial modes through 
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modal elements (inertial, compliant, resistive). The 
identification and elimination of insignificant elements 
was performed with the use of the activity metric and 
Model Order Reduction Algorithm (MORA). This 
approach has advantages over frequency-based 
reduction techniques; however, it has a significant 
limitation in that it can only be applied to systems with 
proportional damping and thus is not able to be applied 
to realistic systems. 

The objective of the current work is to develop a 
methodology that overcomes the limitations of the 
author's previous work, such that modal analysis and 
model reduction can be applied to a more general class 
of systems with non-proportional damping. In addition, 
the activity metric will be formulated for systems that 
are modeled with second order ordinary differential 
equations (ODE), rather than bond graphs and first 
order ODEs that were used in previous work. Second 
order ODEs are typically derived from Lagrange’s 
equations or Newton’s Law. These two additions will 
make the activity metric a more appealing model 
reduction methodology that can be applied to realistic 
systems. 

This paper is organized as follows: first, 
background about the energy-based metric is provided, 
along with the reduction algorithm. Next, the equation 
formulation and modal decomposition of multi-body 
systems with non-proportional damping is presented. 
Then, the activity analysis of all modal elements is 
introduced, along with the closed-form expressions of 
the steady state activities. An illustrative example of a 
linear quarter car model is also presented, in order to 
demonstrate the development of its modal 
decomposition and the evaluation of the coupling terms' 
importance using the activity metric. Finally, in the last 
section, discussion and conclusions are given. 

2. BACKGROUND 
The original work on the energy-based metric for model 
reduction is briefly described here since it is the 
foundation of the contributions in this paper. The main 
idea behind this model reduction technique is to 
evaluate the “element activity” of the individual energy 
elements of a complex system model under a 
stereotypic set of inputs and initial conditions. The 
activity of each energy element establishes an 
importance hierarchy for all elements. Those below a 
user-defined threshold of acceptable level of activity are 
eliminated from the model. A reduced model is then 
generated and a new set of governing differential 
equations is derived. More details, extensions, and 
applications of this approach are given in previous 
publications (Louca and Stein 2002; Louca et al. 2004; 
Louca and Stein 2009; Louca et al. 2010). 

The activity metric has been previously formulated 
for systems with nonlinearities in both the element 
constitutive laws and kinematics. In this work, the 
activity metric is applied to linear systems for which 
analytical expressions for the activity can be derived, 
and therefore, avoid the use of numerical time 

integration that could be cumbersome. The analysis is 
further simplified if, in addition to the linearity 
assumption, the system is assumed to have a single 
sinusoidal excitation, and only the steady state response 
is examined. These assumptions are motivated from 
Fourier analysis where an arbitrary function can be 
decomposed into a series of harmonics. Using this 
decomposition, the activity analysis can be performed 
as a function of frequency in order to study the 
frequency dependency of the energy elements in a 
dynamic system. 

2.1. Element Activity for Linear Systems 
The starting point of a model reduction process is a 
system model, which typically includes complexity that 
has minimal contribution to the accuracy of the model's 
dynamic response. Thus, the goal of a reduction 
algorithm is to identify this "unnecessary" complexity 
in order to generate a reduced model that is easier to 
analyze yet accurate. One approach to accomplish this 
is the activity metric that was previously defined by the 
author (Louca et al. 2010). The activity metric is 
outlined below as it was originally developed for 
models of multi-energy systems that are represented by 
first order ODEs. 

Models of dynamic systems consist of physical 
energy elements that can store (inertia and stiffness) or 
dissipate (resistance) energy. In addition, these can be 
considered as generalized elements in order to have the 
ability to model multi-energy systems, i.e., translational 
mechanical, rotational mechanical, electrical and 
hydraulic. A quantity that can be defined for all energy 
elements in a model and it is independent of its energy 
domain, is power. However, power is time dependent 
and thus not a suitable modeling metric. 

A measure of the power response of a dynamic 
system, which has physical meaning and a simple 
definition, is used to develop the modeling metric, 
element activity (or simply “activity”). Element activity, 
 A , is defined for each energy element as: 

     
A = P(t)

0

τ

∫ ⋅dt  (1) 

where    P(t)  is the element power and  τ  is the time 
over which the model has to predict the system 
behavior. The activity has units of energy, representing 
the amount of energy that flows in and out of the 
element over the given time  τ . The energy that flows 
in and out of an element is a measure of how active this 
element is (how much energy passes through it), and 
consequently the quantity in Eq. (1) is termed activity. 

Element power is the product of generalized effort 
and flow, which for the linear mechanical domain is the 
product of force and velocity. Given this definition the 
activity can then be rewritten as: 

    
A = e(t) ⋅ f (t) ⋅dt

0

τ

∫  (2) 
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For calculating the activity, the respective efforts 
and flows must be known throughout the window of 
interest   [0,τ ] . Given the system linearity assumption, 
the efforts and flows can be calculated using linear 
system analysis theory. The state equations of a linear 
system, along with the output equations, can be written 
in matrix form as given below: 

    

x = A ⋅x + b ⋅u
y = C ⋅x + d ⋅u

 (3) 

The above system is assumed to have  n  states, one 
input, and  k  outputs (one for each energy element in 
the system). 

The system has  kI  inertial,  kC  compliant and  kR  
resistive elements, thus,  k = k

I
+ k

C
+ k

R . Element 
power is calculated by using either the effort or flow 
and the constitutive law, and therefore, only  k  outputs 
are required for calculating the activity of all elements 
in the system. The outputs are selected to be flow, 
effort, and flow for inertial, compliant, and resistive 
elements, respectively. The duals of these variables can 
also be used for calculating element power. Also, the 
parameters   rI

,r
C
,r

R  are known constants representing 
the linear constitutive law coefficients of inductance, 
compliance and resistance, respectively. With the above 
definitions, the power of each energy element is 
calculated as: 

     

Inertia:            P
I

= e
I
⋅ f

I
= r

I
⋅ f

I( ) ⋅ fI
Compliance:   P

C
= e

C
⋅ f

C
= e

C
⋅ r

C
⋅ e

C( )
Resistance:      P

R
= e

R
⋅ f

R
= r

R
⋅ f

R( ) ⋅ fR
 (4) 

2.2. Activity Index and MORA 
The activity as defined in Eq. (1) is a measure of the 
absolute importance of an element as it represents the 
amount of energy that flows through the element over a 
given time period. In order to obtain a relative measure 
of the importance, the element activity is compared to a 
quantity that represents the “overall activity” of the 
system. This “overall activity” is defined as the sum of 
all the element activities of the system, is termed total 
activity ( A

Total ) and is given by: 

   
ATotal = A

i
i=1

k

∑   (5) 

where  Ai  is the activity of the  i
th  element given by 

Eq. (1). Thus a normalized measure of element 
importance, called the element activity index or just 
activity index, is defined as: 

     

AI
i

=
A

i

ATotal
=

P(t) ⋅dt
0

τ

∫

P
i
(t) ⋅dt

0

τ

∫
⎧
⎨
⎪⎪⎪

⎩
⎪⎪⎪

⎫
⎬
⎪⎪⎪

⎭
⎪⎪⎪i=1

k

∑
 (6) 

The activity index,  AI
i , is calculated for each 

element in the model and it represents the portion of the 
total system energy that flows through a specific 
element. 

With the activity index defined as a relative metric 
for addressing element importance, the Model Order 
Reduction Algorithm (MORA) is constructed. The first 
step of MORA is to calculate the activity index for each 
element in the system for a given system excitation and 
initial conditions. Next, the activity indices are sorted to 
identify the elements with high activity (most 
important) and low activity (least important). With the 
activity indices sorted, the model reduction proceeds 
given the desired engineering specifications. These 
specifications are defined by the modeler who then 
converts them into a threshold of the total activity (e.g., 
99%) that he/she wants to include in the reduced model. 
This threshold defines the borderline between the 
retained and eliminated model elements. The 
elimination process is shown in Figure 1 where the 
sorted activity indices are summed starting from the 
most important element until the specified threshold is 
reached. The element which, when included, increments 
the cumulative activity above the threshold, is the last 
element to be included in the reduced model. The 
elements that are above this threshold are removed from 
the model. The elimination of low activity elements is 
done by removing these elements from the model 
description. 

 
Figure 1: Activity index sorting and elimination 

3. MULTI-BODY SYSTEMS 
The activity metric as described in the previous section 
will now be introduced for multi-body systems. The 
definition of the activity remains the same as stated in 
Eq. (1), however, the modeling approaches for multi-
body systems typically result in second order ODEs. In 
addition, the generalized effort and flow variables used 
for defining the activity now become force and velocity 
given that we have a mechanical system. Modeling of a 
multi-body system through either Lagranges's equations 
or Newton's Law generates differential equations in the 
independent Degrees of Freedom (DOF). For the 
purposes of the current work, the system is assumed to 
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have no constraints, thus, represented by a set of 
explicit second order ODEs. In addition, the system is 
assumed to have generic damping that is not necessarily 
proportional. For such a system with  n  DOF the set of 
differential equations is given by: 

    
M ⋅ x + B ⋅ x + K ⋅x = f ⋅u t( )  (7) 

In the above equation the matrices     M,B,K ∈ ℜn×n
 

are constant, square, and non-diagonal and    x ∈ ℜ
n  is 

the vector with the physical coordinates or DOF. The 
system has only one input,   u(t) , which is exciting the 

masses through the input vector,    f ∈ ℜ
n . The input is a 

continuous function in time. Note that this system is 
linear given that the matrices are constant. 

The above equation can be used to obtain the time 
response of the system that is required for calculating 
the activity. However, the objective of the paper is to 
reduce the modal decomposition model of a multi-body 
system and not its physical model as given in Eq. (7). 
Therefore, before continuing with the activity analysis, 
the modal decomposition of the physical coordinate 
ODEs must be generated. 

This can be done with the modal analysis of the 
undamped system, i.e.,   B = 0  . The first step is to 
calculate the natural frequencies and eigenvectors 

      
ω

n,i
,v

i( ), i = 1,…,n , of the undamped system, through 

the solution of the eigenvalue problem. The system 
eigenvectors, through a coordinate transformation, can 
then be used to generate a set of decoupled ODEs in the 
modal coordinates,  z . The physical and modal 
coordinates are related with the following 
transformation: 

  x = Vz  (8) 

where 
     
V = v

1
,v

2
,…,v

n
⎡
⎣⎢

⎤
⎦⎥  is the orthogonal eigenvector 

matrix. 
In order to generate a set of decoupled equations, 

the same coordinate transformation of Eq. (8) is applied 
to the original system with damping in Eq. (7). 
However, this is only possible when the system has 
proportional damping, i.e.,    B = αM + δK  where 

   α,δ ∈ ℜ . In the general case considered in this work, 
the equations cannot be decoupled, due to the non-
proportional damping, and have the following form: 

     
M̂ ⋅ z + B̂ ⋅ z + K̂ ⋅ z = VT ⋅ f ⋅u t( ) = f̂ ⋅u t( )  (9) 

In the above equation the modal mass and stiffness 
matrices are diagonal, however, the modal damping 
matrix is not diagonal and is given by     ̂B = VT ⋅B ⋅V . 
The diagonal elements of the modal mass matrix are 
equal to one and the diagonal elements of the modal 
stiffness matrix are the squares of the system natural 
frequencies. The off-diagonal elements of the modal 
damping matrix create the coupling between the 

differential equations in Eq. (9) and their significance 
will now be evaluated using the activity metric. 

3.1. Activity Analysis 
The modal decomposition of the physical system 
produces a set of differential equations that are coupled 
only through the off-diagonal elements of the modal 
damping matrix. More specifically, Eq. (9) has the 
following form: 

      

1 0  0
0 1  0
   
0 0  1

⎡

⎣

⎢
⎢
⎢
⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥
⎥
⎥
⎥

z +

b
11

b
12
 b

1n

b
21

b
22
 b

2n

   
b

n1
b

n2
 b

nn

⎡

⎣

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥

z

+

ω
n,1
2 0  0

0 ω
n,2
2  0

   
0 0  ω

n,n
2

⎡

⎣

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥

z = f̂u t( )

 (10) 

The only way to decouple these equations is to 
eliminate the off-diagonal terms of the modal damping 
matrix. However, the significance of these terms, to the 
system dynamic behavior and accuracy, must be first 
evaluated before eliminated. The key contribution of 
this work is to use the activity metric to evaluate the 
importance of these terms to the overall system 
dynamics. 

In the background section the activity was 
introduced as a modeling metric that can be calculated 
for physical energy elements. The model in Eq. (10) 
does not have any physical elements. However, it has 
elements that exhibit the same characteristics as in the 
physical domain. The model has modal mass, damping, 
and stiffness that can be considered as energy elements. 
Therefore, for each of these modal energy elements, the 
activity can be calculated in a similar way that is given 
in Eq. (4). 

For the modal mass element the power, which is 
needed for calculating the activity, is equal to the mass 
velocity multiplied by the inertial force. Therefore, the 
power for the  i

th  modal mass is: 

     
P

M ,i
= F

M ,i
⋅v

i
= m̂

ii
⋅ z

i( ) ⋅ zi
= z

i
⋅ z

i  (11) 

Similarly, the power of the modal stiffness element 
is equal to the spring force multiplied by the spring 
velocity. Therefore, the power for  i

th  modal stiffness is: 

      
P

K ,i
= F

K ,i
⋅v

i
= k̂

ii
⋅z

i( ) ⋅ zi
= ω

n,i
2 ⋅z

i
⋅ z

i  (12) 

Next, the power of the modal damping terms must 
be calculated. A possible approach for calculating the 
power would be to treat the system damping as a single 
element, which would result in a single activity to 
consider in the model reduction process. This approach 
would be easy to implement, however, it is limiting 

Proceedings of the Int. Conf. on Integrated Modeling and Analysis in Applied Control and Automation, 2012
ISBN 978-88-97999-12-6; Bruzzone, Dauphin-Tanguy, Junco and Merkuryev Eds. 29



given that it can only assess if the whole damping 
matrix is important or not according to the activity 
metric. A different approach, which was previously 
used for calculating the activity of rigid bodies moving 
in space, can be considered for more flexibility. For 
rigid bodies in translation, the inertial forces were 
evaluated for each DOF and the activity was separately 
calculated for each DOF (Louca et al. 2004). 

A similar and less restraining approach is to treat 
each term of the modal damping matrix separately and 
calculate the power and activity for each of these terms. 
For the  i

th  mode the total damping force acting on the 
modal mass is given by: 

    
F

B,i
= b

i1
⋅ z

1
+b

i2
⋅ z

2
+…+b

in
⋅ z

n   (13) 

Based on this force the total damping power can be 
calculated by multiplying the above force with the 
modal velocity as shown in the equation below: 

     
P

B,i
= b

i1
⋅ z

2
+b

i2
⋅ z

2
+…+b

in
⋅ z

n( ) ⋅ zi  (14) 

This power consists of  n  terms and each term is 
considered separately in order to maximize the 
flexibilty with the elements that can be considered for 
elimination. Therefore, the  j

th  term of the power of the 

 i
th  damping force is: 

     
P

B,ij
= b

ij
⋅ z

j
⋅ z

i  (15) 

This approach allows the use of the activity to 
eliminate unimportant terms from the modal damping 
matrix, which can decouple the modal equations in 
Eq. (10). In addition, for calculating the above power no 
additional variables are required since the modal 
damping power is a function of the modal velocities, 
which are available after solving the differential 
equations. Finally, given that the modal damping matrix 
is symmetric, the power of symmetric terms is equal as 
it can be seen from Eq. (15), i.e., 

    
P

R,ij
= P

R,ji . 
Therefore, calculating the activity of the upper off-
diagonal terms is sufficient for the analysis, i.e., 

    
i, j = 1,…,n j ≥ i . 

Also the activity of each energy element, the 
activity of the complete mode can also be calculated. 
The mode activity is used to access the importance of a 
mode, and then can be eliminated from the model if it 
has relatively low activity. The modal power is equal to 
the modal force (excitation) multiplied by the modal 
velocity. Thus, the power for the  i

th  mode is: 

     
P

i
= F

i
⋅v

i
= f̂

i
⋅u(t)( ) ⋅ zi  (16) 

3.2. Steady-State Harmonic Activity 
To calculate the activity of the elements and terms 
described in the previous section, the linearity of the 
system is exploited in order to derive closed-form 

expressions. In addition, it is assumed that the system 
excitation,   u(t) , is a single harmonic with unit 
amplitude: 

    u(t) = sinωt  (17) 

where   ω ∈ ℜ  is the excitation frequency. The steady 
state response of the modal coordinates in Eq. (9) is 
calculated using linear system analysis theory. This 
gives the following closed-form expression for the 
steady state time response of the  i

th  modal coordinate: 

    
z

i
t,ω( ) = Z

i
ω( ) ⋅ sin ωt +φ

i
ω( )( )  (18) 

where: 

        

Z ω( ) = G jω( ) , is the steady state amplitude

φ ω( ) = G jω( ), is the steady state phase shift

G s( ) = s2M̂ + sB̂+ K̂( )−1
⋅ f̂

 

The activity is calculated by Eq. (1) and the power 
flow expressions in Eq. (11), (12), and (15), but first the 
upper bound of the integral must be specified. For this 
case, the steady state and periodicity of the response are 
exploited. A periodic function repeats itself every  T  
seconds, and therefore, a single period of this function 
contains the required information about the response. 
For this reason, the upper bound of the integral is set to 
one period of the excitation,     τ =T = 2π ω . Thus, the 

steady state activity for the  i
th  modal mass is given by: 

      

A
M ,i
ss = P

M ,i
(t)

0

T

∫ dt = z
i
z
i

0

T

∫ dt

= Z
i
2ω3 sin ωt +φ

i( )cos ωt +φ
i( )

0

T

∫ dt

⇒A
M ,i
ss = 2Z

i
2 ω( )ω2

 (19) 

Using the same approach as above the steady state 
activity of the  i

th  modal stiffness is given by: 

      

A
K ,i
ss = P

K ,i
(t)

0

T

∫ dt = ω
n,i
2 z

i
z
i

0

T

∫ dt

= Z
i
2ω

n,i
2 sin ωt +φ

i( )cos ωt +φ
i( )

0

T

∫ dt

⇒A
K ,i
ss = 2Z

i
2 ω( )ωn,i

2

 (20) 

For the modal damping the activity is calculated 
for each term of the matrix. Therefore, for the   (i, j)  
term of the matrix the steady state activity is given by: 
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A
B,ij
ss = P

B,ij
(t)

0

T

∫ dt = b
ij
z
j
z
i

0

T

∫ dt

= b
ij
Z

i
Z

j
ω2 cos ωt +φ

i( )cos ωt +φ
j( )

0

T

∫ dt

⇒A
B,ij
ss = 2b

ij
Z

i
Z

j
ω
π
2
− θ

⎛

⎝
⎜⎜⎜⎜

⎞

⎠
⎟⎟⎟⎟cosθ+ sin θ

⎛

⎝
⎜⎜⎜⎜

⎞

⎠
⎟⎟⎟⎟⎟

where   θ(ω) = φ
i
(ω)−φ

j
(ω) , θ ∈ 0,π⎡⎣⎢

⎤
⎦⎥

 (21) 

The activity of an entire mode is calculated the 
same way. Thus, the activity of the  i

th  mode is given 
by: 

       

A
i
ss = P

i
(t)

0

T

∫ dt = f̂
i
z
i
u(t)

0

T

∫ dt

= f̂
i
Z

i
ω cos ωt +φ

i( )sinωt
0

T

∫ dt

⇒A
i
ss = 2f̂

i
Z

i
φ

i
sinφ

i
+ cosφ

i( )
where   φ

i
∈ −π 2,π 2⎡
⎣⎢

⎤
⎦⎥

 (22) 

The methodology presented in this section allows 
engineers to evaluate the importance of damping 
coupling terms of modal decompositions. The modal 
decompositions are of multi-body system models that 
have generic damping and are not limited to 
proportional damping. The calculated element activities 
in Eq. (19), (20), and (21) can be used in MORA to 
identify insignificant elements and eliminate them from 
the model. The possible elimination of coupling terms 
will generate a set of decoupled differential equations 
that are easier to analyze and solve. In addition, mode 
activity in Eq. (22) can be used to evaluate the 
importance of an entire mode and possibly eliminate 
modes with low activity. In the next section, an example 
is used to demonstrate this new methodology. 

4. ILLUSTRATIVE EXAMPLE 
A quarter car model, which is extensively used in the 
automotive industry, is chosen to apply the developed 
methodology. The model consists of the sprung mass, 
namely, the major mass supported by the suspension, 
and the unsprung mass, which includes the wheel and 
axle masses supported by the tire. The suspension is 
modeled as a spring and a damper in parallel, which are 
connected to the unsprung mass. The tire is also 
modeled as a spring and a damper in parallel, which 
transfer the road force to the unsprung mass (i.e., wheel 
hub). The tire is assumed to always be in contact with 
the road. The input to the system is a force,   F(t) , 
applied to the sprung mass. Such force can represent 
dynamic engine loads that are transmitted to the vehicle 
body at the mounting points. The system is composed 
of six linear ideal energy elements described by an 
equal number of parameters. The ideal physical model 
of the system is depicted in Figure 2 and the parameters 
representing a medium sized passenger car are given in 

the Appendix. For the set of parameters in the Appendix 
the system does not have proportional damping. 

 
Figure 2: Quarter car model 

The system has two DOF (   n = 2 ) and the 
equations of motion are generated using Newton's Law. 
The DOF are the sprung mass and unsprung mass 

position, i.e., 
    
x = x

s
,x

u{ }T
. The differential equations 

for this set of coordinates are: 

     

m
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0
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F t( )

 (23) 

The first step of the proposed methodology is to 
calculate the undamped natural frequencies and 
eigenvectors. The parameters from the Appendix are 
substituted in Eq. (23) and the analysis is performed 
numerically using Matlab. The eigenvalue analysis 
gives the following two natural frequencies and 
eigenvectors: 

      

ω
n,1

= 7.996 rad/s,   v
1

= -61.17
-5.451

⎧
⎨
⎪⎪

⎩⎪⎪

⎫
⎬
⎪⎪

⎭⎪⎪
10-3

ω
n,2

= 76.27 rad/s,   v
2

= -2.018
165.2

⎧
⎨
⎪⎪

⎩⎪⎪

⎫
⎬
⎪⎪

⎭⎪⎪
10-3

 (24) 

Then, the procedure outlined in Section 3 is used 
to decouple the equations of motion in Eq. (23). 
However, the equations cannot be completely 
decoupled since the system has non-proportional 
damping. Therefore, the equations as given by Eq. (10), 
after applying the coordinate transformation given by 
Eq. (8), become: 

     

1 0
0 1

⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥ z + 1.06 2.99

2.99 14.97

⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥ z

+ 63.94 0
0 5816.6

⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥ z = 0.0612

0.0020

⎧
⎨
⎪⎪

⎩⎪⎪

⎫
⎬
⎪⎪

⎭⎪⎪
F t( )

 (25) 
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The equations in the modal coordinates are 
coupled through the off-diagonal terms of the modal 
damping matrix. As expected, the mass and stiffness 
modal matrices are diagonal. The activity metric will be 
used next to evaluate the importance of a complete 
mode or individual modal elements. 

The steady state activity is calculated over the 
range of frequencies    10−2−104  rad/s  that are well 
below the low and well above the high natural 
frequencies. The steady state response of the modal 
coordinates is calculated using Eq. (18) for this 
frequency range and it is shown in Figure 3. Note that 
the second mode has two peaks since the modal 
coordinates are not decoupled. The steady state modal 
amplitude and phase shift will be used for calculating 
the activities. 

 
Figure 3: Modal coordinate frequency response 

First, the activity of the complete modes is 
calculated using Eq. (22). The frequency response of the 
two modal activity indices is given in Figure 4. Mode 1 
has the highest activity over the whole frequency with 
an activity index of almost one. The second mode has 
very low activity index (    10−5 ) at low frequencies, 
which varies until it reaches a higher value (    10−3 ) at 
high frequencies. These activity indices can be used to 
generate a reduced model, which in this case, could be a 
model that includes either mode 1, or mode 2, or mode 
1 and 2.  

 
Figure 4: Modal activity index 

The reduction is performed using MORA and a 
reduction threshold is set to 99.95%. Given this 
threshold, at low frequencies, a reduced model that 
includes only mode 1 is necessary. This reduced model 
is sufficient to accurately predict the response up to an 
excitation frequency of 17.86 rad/s. After this frequency 
both modes are needed in the model according to 
MORA. In summary, MORA generates one reduced 
model that includes only mode 1, which is valid for low 
frequencies. The second model incudes both modes (no 

reduction) and it is valid for higher excitation 
frequencies.  

To validate this result, a reduced model with just 
mode 1 is generated and compared to the full model. 
The comparison is made between the steady state 
amplitude of the two DOF as shown in Figure 5. Note 
that the top plot of this figure has the responses of both 
the full and reduced model that overlay one another. 
The reduced model accurately predicts the response of 
both system coordinates for low input frequencies and 
up to the frequency calculated by MORA (17.86 rad/s). 
After this frequency the reduced model still accurately 
predicts the amplitude of the sprung mass position,  xs , 
however, it does a poor job in predicting the amplitude 
of the unsprung mass position,  xu . The reduced model 
predicts the amplitude of the sprung mass position with 
a maximum error of 0.75% over the whole range of 
excitation frequencies. 

 
Figure 5: Reduced model comparison 

Next, the activities of the individual modal 
elements are considered, as introduced in Section 3.1, 
which allow a “finer” activity analysis and model 
reduction. The steady state activities are calculated 
using Eq. (19), (20), and (21). Then the activity indices 
are calculated and their frequency dependancy is 
depicted in Figure 6. At low frequencies the most active 
elements are the modal stiffness and diagonal modal 
damping (  b11 ) of the first mode. These elements handle 
the bulk of the energy flow induced into the system by 
the input. As the frequency increases the activity of all 
elements increases, and around the first resonance the 
four modal elements of the first mode (  m1

,k
1
,b

11
,b

12 ) 
are the most active. At this frequency, the second mode 
elements have lower activity since most of the energy 
flow is handled by the first mode. Around the second 
resonance the elements of the first mode are still the 
most active, however, the activity of the second mode 
elements have a peak. As the frequency continues to 
increase, the activity of elements drops except for the 
two modal masses for which the activity reaches a 
steady state value. These results agree with the previous 
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activity analysis for the entire modes since at least one 
element from the first mode has the highest activity at 
all frequencies. At low frequencies the first modal 
stiffness is the dominant element, where at high 
frequencies the first modal mass has the highest 
activity. 

 
Figure 6: Element activity index 

MORA is then applied to generate a series of 
reduced models. Again, based on a 99.95% threshold, 
the model complexity is determined as a function of the 
engine load frequency. The first plot in Figure 7 shows 
the range of frequencies over which each element is 
included in the reduced model according to MORA. 
The y-axis represents each element, where the thick line 
defines the range of frequencies, over which the 
element should be included, while no line implies the 
range of frequencies over which the element is 
eliminated. The second plot shows the number of 
elements included in the reduced model. 

 
Figure 7: Included modal elements, Threshold = 

99.95% 

As shown in Figure 7, a low frequency excitation 
requires only the modal stiffness of the first mode. This 
is in agreement with theory given that this is a static 
case (low frequency), where there is no motion and 
stiffness characteristics dominate the response. Also, 
the modal stiffness of the second mode is not important 
since it is about two orders of magnitude stiffer than the 
first mode and its deflection is insignificant. 

As the frequency increases, the first diagonal 
modal damping is included and then the first modal 
mass must also be added. The next element to be 
included, before the first natural frequency at 3.6 rad/s, 
is the off-diagonal element of the modal damping. Right 
before the first natural frequency at 5.9 rad/s, the second 
modal stiffness is added. The same model is valid until 
the second resonance where gradually all elements are 
included. 

For higher frequencies above the second natural 
frequency the activity of some elements decreases and 
they are eliminated from the model. For high frequency 
input the modal masses have the highest activities and 
they are the only elements included in the reduced 
model. The individual element activity analysis agrees 
with the analysis performed for the entire mode in 
Figure 4, however, more reduction is accomplished due 
to the finer calculation of the activity distribution. For 
example, at low frequencies instead of including the 
entire first mode only the modal stiffness is needed. 
Similarly, at high frequencies only the two modal 
masses are included instead of the entire modes. 

The above analysis generates ten reduced models 
that are necessary to accurately predict the system's 
response over the whole frequency range. Each of these 
models is unique and includes different modal elements 
over specific frequency ranges. All these models are not 
generated but one reduced model is developed and 
compared with the full model. 

 
Figure 8: Mode comparison: Full vs decoupled 

The key objective of this work is to evaluate the 
importance of the coupling (off-diagonal) terms of the 
modal damping matrix as it was shown in Figure 7. 
Therefore, a reduced model without the off-diagonal 
damping terms is generated, which consists of two 
decoupled under-damped modes. This model is valid 
for low frequencies up to 3.6 rad/s and from 597 rad/s 
up to high frequencies. The reduced model over these 
ranges of frequencies according to MORA has more 
elements removed, however, for simplicity only the off-
diagonal damping terms are eliminated. The comparison 
of the steady state amplitude between the reduced and 
full model is shown in Figure 8. The reduced model is 
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accurately predicting the steady state amplitude of both 
modes over the whole frequency range, except over the 
frequencies (3.6 - 597 rad/s) where the off-diagonal 
damping term has high activity and should be included 
in the model. 

5. DISCUSSION AND CONCLUSIONS 
A new methodology for decoupling modal 
decompositions of multi-body systems is developed in 
this paper. The methodology uses the activity metric to 
quantify the importance of coupling terms, which can 
then be eliminated using MORA if they fall below the 
user-specified threshold. The activity metric can also be 
used to identify unimportant elements within a mode 
and achieve even further reduction in the model size 
and complexity. The new methodology overcomes the 
limitation of a previously developed procedure and 
gives engineers the ability to reduce modal 
decompositions of real systems with non-proportional 
damping. 

The importance of coupling terms is measured 
using the activity metric. This enables the elimination of 
these terms when their activity index is low compared 
to the other elements in the system. This is the main 
contribution of this work and it was shown that the new 
methodology generates simple, more computationally 
efficient, yet accurate models. In addition, the 
decoupled equations provide more flexibility when they 
are used for analysis or design purposes. 

It is shown that when considering the sinusoidal 
steady state response, the derivation of analytical 
expressions for the activity as a function of the input 
frequency is possible. It is also shown that the activity 
varies with the frequency content of the excitation. This 
is expected as different input frequencies excite 
different system dynamics; nevertheless, the activity 
metric quantifies the contribution of each energy 
element to the system dynamic response. 

The developed methodology is valid for a single 
harmonic input, however this is not a limitation since 
generic inputs can also be addressed. For generic inputs, 
the reduced model can be generated using a Fourier 
expansion of the input into a series of harmonics. Using 
this decomposition, the activity analysis is first carried 
out for a single harmonic excitation under steady state 
conditions. Then, since the system is linear, the effects 
of each harmonic are superposed to get the aggregate 
response caused by this generic input. The same 
approach can be used for controller design in order to 
use reduced models that are accurate given the 
controller and disturbance bandwidth. 

The importance of individual modal elements, in 
contrast with a complete mode, can be addressed and 
lead to a significant reduction in model size. The 
benefits from this reduction are twofold. First the 
reduced size of the model should result in an equivalent 
reduction in computational cost. Second, the 
identification of low activity, and thus unimportant 
elements, reduces the development time since for these 
elements less accurate parameters can be used. In the 

example provided in this work the parameters were 
calculated and acquiring these parameters was 
inexpensive, however, in other cases modal parameters 
are measured experimentally, which can be an 
expensive process. 

The results of this paper provide more insight into 
the nature of the reduced ordered models produced by 
MORA, and therefore, demonstrate that MORA is an 
even more useful tool than previously realized for the 
production of proper models of nonlinear systems. Also, 
a new methodology for addressing the importance of 
modes in modal decomposition has been developed. 
This methodology can handle complete modes, 
individual modal elements, as well as modal damping 
coupling terms. 

APPENDIX 
Quarter Car Parameters 
Sprung Mass  ms  = 267 kg 

Suspension Stiffness  ks  = 18,742 N/m 

Suspension Damping  bs  = 340 N·s/m 

Unsprung Mass  mu  = 36.6 kg 

Tire Stiffness  kt  = 193,915 N/m 

Tire Damping  bt  = 200 N·s/m 
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ABSTRACT 
This paper focuses on some specific industrial cases in 
the area of condition monitoring, fault detection, 
diagnosis and decision support system methods. The 
paper briefly describes the cases, describes the existing 
methods, if any, and lists the specific challenges.  
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1. INTRODUCTION 
Fault detection and diagnosis has been an active and 
important field for petrochemical plants. It has not been 
given the same level of attention in other process 
industries; especially metallurgical and material 
processing plants. But as the competition is growing in 
the world market, the fault detection and diagnosis is 
becoming important in all types of industries to reduce 
unexpected situations and to avoid unplanned 
shutdowns. The other important parameter for the 
motivation in this direction is health and safety issues 
arising from unexpected faults.  

The work presented here is a part of an initiative 
taken by Teknova to work together with local industries 
in southern Norway with a focus on methods and tools 
for fault detection, diagnosis and decision support 
systems. The first step in this initiative is to survey the 
existing methods and tools in practice. The survey was 
focused to categorize the methods in three categories: 
measurement methods, fault detection & diagnosis 
(condition monitoring) and decision support system. 
The survey is intended to look at the methods applied 
for identifying faults both in process and operating 
equipment. However, most of the work presented here 
is focused on the equipment aspects. 

In order to have a fault detection & diagnosis (or 
condition monitoring system) it is very important to 
have enough measurements from a process or 
equipment. However it is not always possible to 
measure key variables/parameters to monitor a process 
or equipment well enough. Especially the process plants 
being surveyed were metallurgical plants, where the 
operating temperatures for some process operations 
exceed 2000°C. Furthermore, the corrosive 
environment, dangerous fluids/gases and closed systems 
make it even more difficult to measure the key 
variables. For some types of equipment, e.g. pipes 
handling different types of fluids, it may be 
cumbersome to have manual periodic monitoring 
equipment. There can be situations where it is better to 

have contact-free sensors with regard to health and 
safety issues.  Even though there are lots of 
advancements in various measuring technologies, the 
application of these advanced technologies for 
metallurgical plants has to overcome a lot of challenges. 

In some cases, it is almost impossible to apply any 
technology to measure key process variables or 
performance parameters of equipment. In these 
situations, modeling plays an important role to develop 
soft sensors to estimate the immeasurable variables. In 
traditional process industry, where application of 
models for control and state estimation purposes has not 
been a practice, it is a challenge to make the transition. 
Especially, in situations where mathematical models 
cannot be applied and knowledge based and/or data-
based models are useful, it is even harder to make 
engineers interested in developing and implementing 
these kinds of models. 

For some cases, there are measurements available, 
but it is a challenge to have dedicated human resources 
to use the measurements for the purpose of condition 
monitoring of the equipment. It appears very common 
that there is a lot of historical data of the process 
measurements which is not being used for any purpose. 
The field of industrial diagnosis is not being applied at 
the same level in different process plants. The reasons 
can be many; the size of the plant, the age of the plant 
and the experience from before, availability of human 
and economic resources etc. Even in the case where 
there is an interest for using the data to gain useful 
knowledge, it is a challenge to convince other 
engineers/operators to have a transition from more 
human control to less human control in the plant.  

Decision support system plays an important role 
once a fault is detected. For the plants operated by 
operators, it is very important to have an optimal design 
of decision support systems; design of Human Machine 
Interface (HMI) screens, placement of screens, color 
design, alarm level design and display etc. For some 
critical equipment failure and unexpected process 
operating conditions, the decision support system plays 
a key role for the operators and engineers to make 
important decisions in a short time interval. 

 
1.1. Overview of the state of the art 
At this juncture, we shall give a brief overview of the 
most prominent state of the art techniques used in the 
field fault detection and diagnostics. In one hand, fault 
detection and diagnosis methods fall into two main 
families, namely, Quantitative methods 
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(Venkatasubramanian et al 2003a) and Qualitative 
methods (Venkatasubramanian et al 2003b). In the other 
hand, other taxonomies divide the later techniques into 
History based approaches and Model based approaches 
(Venkatasubramanian et al 2003c). The cross-
combination of these aforementioned taxonomies 
results into four classes illustrated in Figure 1. 

 

 
Figure 1: Classification of failure detection and 
prediction techniques. 
 
Failure isolation refers to the ability of the diagnostic 
methodology to discriminate between the different types 
of failures and trace their root causes (Dash and 
Venkatasubramanian 2000). Fault isolation seeks to 
identify a cause-effect relationship that is susceptible of 
explaining the reason behind system deviation. In this 
perspective, Fault trees (Lapp and Powers 1977) have 
been extensively used for failure isolation. They are 
based on backward reasoning where the symptoms of 
the failure are first identified and then traced back using 
backward chaining to a possible root cause that can 
justify the process’s mal-functioning.  

Bayesian networks are a popular technique for 
fault diagnosis which bears similarities with the fault 
tees (Przytula and Thompson 2000). Statistical 
knowledge of the process and failure occurrences are 
summarized in a graph which edges represent cause-
effect relationships. In the absence of statistical 
knowledge, the graph can be constructed by knowledge 
experts that specify the conditional probabilities of the 
occurrence of a system event given observations 
(symptoms) in a form of tables attached to each node. 
Bayesian networks have shown great permit in complex 
systems where human expert attention might easily 
become overwhelmed by the overabundant possible root 
causes of a failure. Usually, the hypothesis that 
dominates the other hypothesizes in terms of probability 
is identified as the root cause of the failure. 
Nevertheless, a sorted list of the eventual root causes of 
the failure ordered by their respective probabilities 
given the symptoms can assist the human expert in the 
presence of uncertainties. Case Based Reasoning (Guiu 
et al 1999) is a widely used technique for identifying 
faulty situations by leveraging historical knowledge of 
the process. In Case Based Reasoning, the status of the 
monitored process is compared to previously 
encountered failure situations from historical data 

accumulated over experience. A distance similarity 
measure is employed in order to situate the current 
status vis-à-vis previously encountered failures. The 
later distance is usually computed in form of a weighted 
combination of the difference between the current status 
of the monitored process variables and the historical 
process data. Nevertheless, the main shortcoming of 
Case based reasoning is its inability to predict and 
recognize novel classes of failures that are not present 
in the historical data. It is worth mentioning that 
Bayesian Networks and Case based reasoning belong to 
the class of qualitative based methods. Knowledge 
based Expert Systems (Becraft and Lee 1993) are 
another widely used method for failure diagnostics and 
prediction. Knowledge based Expert Systems are 
constructed via collaboration between a knowledge 
engineer and domain experts. The simplest form of 
knowledge based expert system is defined by 
antecedent part and a consequence part which maps 
these system observations to a fault mode. These rules 
reflect the expert knowledge experience about the 
system. There are three main challenges when 
constructing such expert systems: the issue of 
completeness of the set of rules to cover all states of the 
system, the eventual huge number of rules and the 
possibility of creating conflicting rules. Neural 
networks (Hoskins and Himmelblau 1998) are a form of 
quantitative methods that are based on the history of the 
process. Neural Networks are particularly useful in the 
absence of a model of a physical model of the process 
being monitored. Neural networks are able to extract 
hidden knowledge from process data by deducing a 
mathematical mapping between the inputs of the 
process and the classes of failures. When it comes to 
failure diagnostics and prediction, the Neural Network 
is fed by training data from the different failure modes 
as well as from the normal operations modes. The 
Neural network consists of different layers of neurons 
where the input of one layer serves as output to the next 
layer. Back-propagation is probably the most successful 
technique for updating the weights of the neurons in a 
Neural Network. In Back-Propagation update mode, the 
weights are adjusted using a gradient approach in order 
to mitigate the error between the computed output of the 
neural network and the expected output from the labeled 
training data. The main shortcomings of Neural 
Networks are twofold. First, Neural networks give good 
performance in already known situations while usually 
fail to predict novel failures for which there is no 
training data. In addition, it is not possible to express 
and extract the learned rules of the neural networks in a 
human readable form. 

Machine Learning techniques have been also 
widely deployed in the area failure diagnosis and 
prediction. The adopted Machine Learning techniques 
can be broadly divided into two main classes, namely 
Regression techniques and Classification techniques. 
Regression paradigms aim to deduce mathematical 
expressions that fit the training data. Principal 
Component Analysis /Partial Least Squares (Wold et al 
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1984) have received a lot of attention when it comes to 
creating a statistical model of the failures occurrences 
by reducing the dimension of the space containing the 
variable of the monitored process and then applying 
multivariate regression techniques in order to relate the 
process input variables to the output variables.  
Gaussian Processes (Rasmussen and Williams 2006) 
have recently emerged as intriguing technique for non-
linear regression that started to gain popularity. Pattern 
recognition classifiers have also been used in the field. 
These techniques include Support Vector Machines 
(Pöyhönen et al 2002) and Decision trees. In some 
cases, the different classes of faults cannot be separated 
in a low dimensional space by a linear classifier; 
therefore Kernel based techniques are used to map the 
low dimensional space into a high dimensional space 
where the faults classes are separable. Other statistical 
methods include Clustering and Data Mining 
techniques. Clustering and Data Mining techniques are 
two forms of quantitative based techniques that have 
found many applications in the field of failure 
diagnosis. It is worth mentioning that clustering is a 
form of unsupervised learning in contrast to 
classification techniques such as Support vector 
machines and decision trees that are forms of supervised 
learning. In Data Mining, association mining rules is a 
known method (Agrawal and Srikant 1994) that permits 
to discover frequent episodes in event sequences which 
are able to predict the failure in advance. 

Model based techniques are based on deep 
knowledge of the mathematical model that governs the 
monitored process. Kalman filters (Frank et al 2000) are 
probably the most popular model based techniques for 
failure prediction and diagnostics. The advantage of 
Kalman filter resides in their recursive update form 
which makes it computationally and memory efficient. 
In fact, Kalman filter relies on the last measurement in 
order to create an estimate of the state of the system and 
does not consequently require storing the whole 
historical data of the process.  
 Residual based methods (Gertler and Monajemy 
1995) resort to the concepts of residual generation 
which represents the difference between various 
functions of the outputs and the expected values of 
these functions under normal (no-fault) conditions. The 
procedures for residual generation vary from hardware 
redundancy (voting schemes) to complex state and 
parameter estimation methods.  

The following industrial cases are presented in the 
sections to follow; Condition monitoring of pipes, 
Condition monitoring of valves, Condition monitoring 
of heat exchanger tubes, Water leakage detection & 
control and Failure prediction of hydraulic systems.  

 
2. CONDITION MONITORING OF PIPES 
One of the industrial cases reported in this paper is 
about condition monitoring of pipes belonging to a 
plant in the process industry. The objective is twofold: 
to perform cost-effective condition based monitoring, 

and to fulfill government imposed rules about health, 
safety and environment. 

In the case studied, the company has a large 
number of pipes in use, with an accumulated length of 
many kilometers.  For pipes carrying hazardous 
substances, condition monitoring is mandatory. The 
owner of the plant is responsible for a safe operation, 
and has to come up with adequate procedures. This 
chapter describes an effort to meet these requirements. 
The majority of the pipes are thin-walled, most of them 
with 3 to 6 mm wall thickness. 
 The methods considered, in addition to visual 
inspection, are ultrasonic wall thickness, x-ray, and 
pressure testing. For the critical pipes at this plant, 
acceptance criteria for wall thickness loss after 
ultrasonic inspection are defined as follows:  

 
 0-5% is OK within measurement uncertainty. 
 5–10% Increasing attention during subsequent 

inspections. 
 >10 % Physical check-out, disassembly, X-ray 

inspection, replacement. 
 
 A plan for measurement points has been made, 
limiting the total number of check points to 1000, 
taking into account the consequences of leakage, and 
experience with location of problem spots. Locations at 
the pipes with highest flow velocities have been chosen, 
such as the outside of pipe bends, and especially bends 
immediately downstream from pumps, see Figure 2. 

 
Figure 2: Location of inspection points at the outside 
of a bend. 
 
 
 Also, points for inspection are selected downstream 
from reductions in cross-section, near the first weld, 
where the flow velocity is increased, see Figure 3. 

 
Figure 3: Location of inspection points after 
reduction in cross-section.  
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 With completely fluid-filled cross-sections, points 
are selected at the top, bottom and on the sides (at the 3, 
6, and 12 o’clock positions), see Figure 4.  

 
Figure 4: Location of inspection points for 
completely fluid filled pipes. 

 
 With partly filled pipes, inspection is made at the 
bottom and at the normal liquid level, see Figure 5.  

 
Figure 5: Location of inspection points for partially 
fluid filled pipes. 
 
 At water locks, several points along the axis near 
the bottom are chosen, and with bends in the vertical 
plane trapping air, the first point in the flow direction 
near the liquid to air contact is chosen, see Figure 6.  

 
Figure 6: Location of inspection points at air traps. 
 

 
Figure 7: Location of inspection points at water 
locks. 

 
  
 These points are marked, as shown in Figure 7, 
after inspection in order to compare subsequent 
measurements and make trend plots for close checking 
of material loss in the 5 – 10% range. Even an 
inspection plan of 1000 points is a formidable 
undertaking. Results shall be archived, and the 
measurement locations should be marked very precisely 
for subsequent inspection and comparison. 
 Pressure testing should be avoided, since it could 
lead to leakage of hazardous material and exposure of 
humans. In cases with harmless fluids it can be used if 
care is taken to protect the operators well. 

 
2.1. Ultrasonic wall thickness measurement 
For the wall thickness measurements, the primary 
method used is recording of travel times for pulse-echo 
ultrasonics (NDT Handbook). This means that a short 
pulse train of ultrasonic energy is generated and 
transmitted from a piezoelectric transducer, and the 
instrument switches to listening mode after a short dead 
time. An echo of the transmitted pulse is then detected 
when the input level rises above a manually or 
automatically set threshold, or the detection can be 
based upon the time difference between multiple echoes 
travelling back and forth between the front and back 
wall several times. 
 The length of the pulse train and the minimum dead 
time determines the minimum wall thickness that can be 
measured. The time difference between multiple echoes 
gives a better estimate of wall thickness than the time to 
the first echo, provided that the subsequent echoes are 
strong enough. 
 The above case, with wall thickness 3 to 6 mm, and 
a goal of detecting a 5% material loss, requires fairly 
high-frequent and wide-band ultrasonic signals. 
Ultrasonic transducers should be selected for having 
well damped, short pulse trains. The center frequency 
should preferably be above 5 MHz with a pulse 
signature consisting of less than 2.5 oscillations before 
the signal is reduced to below 20% of the maximum 
amplitude. This corresponds to a 0.5 microsecond pulse 
length, which with good margin ensures a minimum 
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detectable wall thickness of 1.5 mm, given an 
approximate sound velocity of 6 mm per microsecond.  
 Other methods, such as autocorrelation and 
inversion methods can also be used to find the desired 
time differences, and may give more accurate results 
than estimating ultrasonic travel times from simple 
thresholding of the received pulse amplitudes. These 
methods require more skilled signal analysis, but will 
give more precise results, especially with repeated 
surveys after a certain time interval, e.g. 6 or 12 months. 
To gain the most from repeated measurements, the same 
probe should then be located at exactly the same 
position as the first measurement, not only close to a 
point marked by a pencil, but preferably guided by  firm 
side supports glued to the pipe. 
 For location of cracks or bad welds, there are other 
ways to configure ultrasonic inspection, using two or 
more transducers, or using non-normal angles of 
incidence. One of the principles used is then to direct 
the ultrasound away from the probe position, and if the 
material to be inspected is homogeneous and free from 
cracks, nothing will be reflected or scattered back to the 
probe. Reflected energy detected within a certain time 
window will therefore indicate defects located at a 
distance corresponding to this travel time. 
 Another powerful technique is called TOFD, Time 
Of Flight Diffraction. This method makes use of the full 
waveform of the ultrasonic pulses transmitted and 
received. The set-up is a separate transmitter and 
receiver, e.g. on each side of a weld to be inspected. 
The transmitter-receiver pair is moved along the weld 
and closely spaced recordings are made. The waveforms 
are plotted in grey-scale and interpreted in terms of 
diffraction theory, similar to wave optics. This makes 
visualization of small defects possible. 

3. CONDITION MONITORING OF VALVES 
When a process plant has a very high number of valves, 
it becomes a challenge to monitor them. Especially 
when valves are used to control critical fluids and even 
a small leakage in a valve cannot be tolerated, it 
becomes even more challenging. The following are the 
challenges in order to have online condition monitoring 
of valves: 

 Too many valves of different types from 
different suppliers 

 Different types of valves carrying different 
types of fluids 

 Offline testing may be an option but it will 
lead to down time for the plant 

 Predictive maintenance is preferred over 
periodic maintenance 

  
 To develop a condition monitoring system for 
valves, various aspects have to be taken into account. 
Suitable sensors are required depending on the type of 
valve, purpose of valve and criticality of valve for plant 
operation. Once the sensors are identified, an optimal 
wireless data logging system is required to collect data 
from the valve sensors,  and to process and analyze a 

the data. Decision support system is to be designed to 
help operators identify a faulty valve with sufficient 
information; location of valve, type of fault, severity of 
fault, manufacturer with contact details etc.  

 
4. CONDITION MONITORING OF HEAT 

EXCHANGERS 
There are several commercial Non-Destructive Testing 
(NDT) condition monitoring methods available for heat 
exchangers; Ultrasonic testing, Visual inspection, 
Magnetic particle inspection, Helium leak test and Eddy 
current testing (Melingen 2010). All the techniques are 
briefly described, with more attention given to the Eddy 
current testing, as it is being used as the standard 
method by the company which presented the case.  
 
4.1. Ultrasonic testing 
A transducer sends a high frequency ultrasound pulse 
through the material and based on the reflected wave 
characteristics, the condition of the heat exchanger can 
be quantified. The advantages of ultrasonic testing are 
the following; it is sensitive towards both surface and 
subsurface discontinuities, the depth of penetration 
deeper compared to other methods, it can measure 
corrosion through thick walls, and furthermore it can 
also quantify the size of pits. However there some 
challenges to use this method; reliability of the method 
can be affected by poor surface finish, thick paint, and 
temperature. Only skilled personnel can perform the 
testing.  

4.2. Visual inspection 
Rigid/flexible fiber-optic boroscopes can give 
information about the condition of tubes/plates in heat 
exchangers. This method can be less expensive but it 
has its own limitations related to quantifying different 
types of faults. 

4.3. Magnetic particle inspection 
This method utilizes the magnetic properties of the heat 
exchanger material to detect a crack. The method is 
easy to apply and gives quick results. This method can 
be used for detecting cracks on the surface.  

4.4. Helium leak test 
Helium is used as trace gas in this method. The gas is 
pumped to the heat exchanger and a spectrometer is 
used to detect any leakage. It gives accurate results 
regarding the leak but it cannot be used to detect other 
faults than the leakage. 
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Figure 8: Decision support system from Force 
Technology 
 

4.5. Eddy current testing 
Eddy current based technology is being used to detect 
faults in thin heat exchanger tubes. The condition 

monitoring using eddy current based technology has 
several advantages, some of them are listed below: 
 

 Very effective to detect cracks 
 Gives immediate results 
 Lot of data is available from test which can be 

analyzed to predict time for the next 
maintenance/replacement 

 Portable equipment and contact-free 
 The user interface system, for example from 

Force Technology (Force Technology) is very 
intuitive to find the severity of the fault and 
location of faulty tubes, see Figure 8. 

 
However there are some challenges which are listed 
below: 

 
 Calibration of the equipment is very specific to 

the material. Hence the equipment can only be 
used for inspection of particular equipment. If 
shall be used for other equipment, lot of 
calibration is necessary 

 The results of inspection are sensitive to the 
thickness of the material. 

  

 

 
Figure 9: Manifolds for cooling system at Eramet furnace. Ultrasound flow meters are mounted on the inlets and 
outlets, and water leakages are detected by investigating flow differences. 
 

 
5. WATER LEAKAGE DETECTION AND 

CONTROL 
In metallurgical plants, for instance Eramet Norway, it 
is necessary to handle molten materials in different unit 

operations. As the operating temperature can be as high 
as 2000°C, it is necessary to have a cooling system for 
the operating equipment and it is common to have water 
as the cooling liquid. In this circumstance, it is very 
critical not have any water leakage from the cooling 
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system onto the molten material as the leakage would 
lead to explosions. Such explosions are of great concern 
for the safety of operators. Explosions caused by water 
leakage will also lead to equipment loss and possibly 
long term shutdown of the plant (even if the equipment 
is working, the plant may be shut down while the 
accident is investigated). The Norwegian government 
requires the plant to have a reliable system to identify, 
quantify and handle water leakages. The regulations 
also state that the water leakage alarms should be 
handled separately from other technical alarms due to 
the potential for serious dangers. 
 As the cooling system supplies cooling for different 
types of equipment, there can be a large number of 
water circuits. As a first measure to avoid leakages, it is 
important to use only clean water. This will minimize 
clogging and corrosion of pipes, and also ensure good 
cooling of the furnace hood. Monitoring of individual 
circuits for a leakage requires heavy instrumentation. 
 One system which was considered, but found 
unsuitable, was based on infrared imaging. IR images 
would be able to tell where a leakage occurs. However, 
automation of such a system is complicated, and since a 
large area has to be covered, many expensive cameras 
would have to be installed. Instead, a system has been 
implemented with two ultrasound flow instruments for 
each water circuit – one at inlet and one at outlet, see 
Figure 9. The difference in the flows at the inlet and 
outlet is compared to an estimate of the standard 
deviation over a specified time, to detect a fault. This 
statistical analysis is required to distinguish leak 
detection from measurement noise in a robust manner. 
Leaks down to 40 l/h can be determined using this 
method without or very few false alarms. 

A good decision support system is designed to 
make sure that the leakage circuit is controlled/closed 
once a water leak is detected in a particular circuit. The 
flow instruments provide an opportunity to quantify 
leakages, and thus differentiate between critical alarms 
and alarms indicating small leakages, which do not 
require immediate action. These alarms are indicated by 
different colors in the HMI. The display observed by the 
operator also gives a clear message about which circuit 
is failing. It is important to train operators with 
operational procedures, what to do in the event of a 
water leakage in the cooling system corresponding to a 
critical equipment.  

Overall the following are identified as the key 
challenges to have an optimal condition monitoring 
system for a process/equipment in the plant: 

 Measuring key process/performance variables 
due to challenging process operating 
conditions 

 Enough motivation for developing and 
implementing models for the application of 
fault detection and diagnosis 

 Dedicating human resources for data analysis, 
and a challenge for a transformation from a 
more human control to less human control in 
process plants 

 Optimal and intuitive decision support system 
design 
 

6. FAILURE PREDICTION OF HYDRAULIC 
SYSTEMS 

Off-shore industry relies heavily on hydraulic drilling 
equipment. Failure Prediction of hydraulic systems is an 
area of research which has recently attracted a 
considerable amount of research (Angeli and Atherton 
2001). These systems are prone to wear over time 
leading to performance degradation and, ultimately, to 
failure.  Due to the high cost of downtime in off-shore 
industry, detecting the wearing out of a component 
should take place at an early stage in order to avoid 
prominent failure. 

 
Figure 10: Nonlinear hydraulic-mechanical system 
with control valve and Nonlinear hydraulic-
mechanical system with control valve and and 
hydraulic cylinder exerting forces on the object to be 
handled. Total load mass M, equivalent spring 
coefficient k and damping. 
 
 Too low forces in drilling operations might result in 
loss of grip while too high forces might jeopardize the 
drilling pipe. In a recent study pertinent to hydraulic 
drilling pipes (Choux and Blanke 2011), the authors 
devised an approach for prognosis that involves 
monitoring changes in two key parameters of the 
hydraulic system, namely leakage coefficient between 
the cylinder chambers and friction coefficient against 
the piston displacement. This stems from the fact that 
an increase of friction or the leakage coefficient lead to 
loss of grip. The nonlinearity of the hydraulic drilling 
equipment constitutes an inherent difficulty, which 
requires proper modeling techniques. In order to reduce 
the complexity of the nonlinear model, a general 
approach to decompose a nonlinear model into a linear 
hydraulic model connected to a mass-spring-damper 
system was introduced in (Choux et al 2009). Figure 10 
is borrowed from reference (Choux and Blanke 2011) 
and depicts a nonlinear hydraulic-mechanical drilling 
pipe that is decomposed according the approach 
presented in (Choux et al 2009). Most of the legacy 
research resort to on-line model based fault detection 
techniques. In this sense, the current techniques are 
concerned with detecting deviation between the 
physical model of the hydraulic system (Choux and 
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Blanke 2011) and the real time data. To achieve this 
task, different online change detection techniques were 
employed including artificial neural networks 
(Muenchhof 2007), statistical abrupt change detection 
(Choux and Blanke 2011), Kalman filters (Chinniah et 
al 2008) and expert systems (Angeli and Atherton 
2001). 
 
CONCLUSIONS 
Several industrial cases are presented in the paper with 
the focus of condition monitoring of equipment, failure 
prediction techniques and decision support systems. 
Further work will be focused on developing techniques 
for these specific cases with the cooperation of leading 
universities and R&D institutions.  
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ABSTRACT 

The contribution describes an application of the 

algebraic µ-synthesis to the control of a real plant with a 

nonlinear characteristic. The controller design is 

considered as a problem of minimization of the peak of 

the structured singular value denoted µ . The algebraic 

approach consists of the pole placement principle based 

on the polynomial Diophantine equations and 

Differential Migration procedure used for optimization. 

The results are compared with other controllers 

designed via the D-K iteration, synthesis in the ring of 

proper and stable functions and the Naslin method. 

 

Keywords: robust control, evolutionary computation, 

genetic algorithms, algebraic approaches, structured 

singular value, PID control, time delay systems 

 

1. INTRODUCTION 

Intensive research activity performed in the robust 

control theory during the recent years has brought new 

methods considering the parametric, dynamic and mixed 

structured uncertainties. Some of the methods are based 

on the H∞ approach in the ring of stable and proper 

transfer functions denoted RPS. These methods provide a 

measure that indicates the robustness of designed 

controller. However, this measure evaluates only the 

robust stability. On the other hand, methods based on the 

Zames’ small gain theorem (Zames 1981) yield both the 

robust stability and performance conditions. One of them 

is the structured singular value denoted µ  (Doyle 1982, 

Packard and Doyle 1993) treating the robust stability and 

performance objectives simultaneously. Two methods 

for the µ-synthesis were derived: the D-K iteration 

(Doyle 1985) and µ-K iteration (Lin et al. 1993). The 

D-K iteration yields a suboptimal controller minimizing 

the peak of the upper bound for µ-function. However, 

the controller has usually a high order transfer function 

due to the scaling matrices D, D
-1

 and for further 

application it is simplified via some kind of 

approximation. If the simplification is too substantial it 

can cause degradation of the frequency properties of the 

controller and the whole feedback loop. In some cases, 

the scaling matrices cannot be approximated with the 

desired precision and the resulting controller can be far 

from the optimality. Moreover, the state-space formulae 

for the H∞ suboptimal controller require the stability of 

the performance weighting function (Doyle et al. 1989). 

These problems can be resolved using the algebraic 

µ-synthesis (Dlapa et al. 2009, Dlapa and Prokop 2010) 

presented in this contribution, which overcomes both the 

approximation of the scaling matrices D, D
-1

 and the 

impossibility of integrating behaviour of the 

performance weighting function. In this method the 

controller is designed through the algebraic pole 

placement principle applied to the nominal plant and the 

position of the nominal closed-loop poles is tuned 

through an evolutionary algorithm with evaluation of the 

upper bound for µ. The problem of instability of 

performance weighting function is treated by setting the 

nominal closed-loop poles to the real axis in the left half-

plane. 

 

2. PLANT DESCRIPTION AND IDENTIFICATION 

The control of heating systems has been an important 

field in the control theory for decades. There is a 

number of applications of temperature control involving 

nonlinear and time-delay systems present in the 

electrical and heating industry as well as in technology 

processes (e.g. Fiser 2002 or Liu 2003). 

The problem of nonlinear control can be treated by 

adaptation to parameters changes or by using a robust or 

nonlinear controller. The usage of the adaptive control 

is limited by recursive identification, which has not 

satisfactory results when the input to the controller is 

subject to noise or if there are other factors, such as time 

delay or external disturbances causing inaccuracy of 

measured signals. The algebraic µ-synthesis presented 

in this contribution is more versatile than common 

methods for the robust control and can consider the 

effects of noise, nonlinearity and time delay as well as 

the influence of external disturbances. However, the 

usage of this method is limited to the models fitting in 

the linear fractional transformation (LFT) framework. 

In order to describe nonlinearity of controlled plant the 

parametric uncertainty is used and transformed to LFT 

interconnection which does not increase conservatism 

of the plant model. 

The air-heating set considered in this contribution 

has three input and seven measured quantities. The 

input signals are the voltage on bulb and the main and 
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adjacent fan. The circuit was controlled by a standard 

IBM PC computer, which communicates via serial link 

(RS232) with the CTRL unit (see Figure 1). The CTRL 

unit converts the digital data to unified analogue 

signals. In the transformation and unification unit the 

unified analogue signals are transformed to the voltage 

on a particular actuator. Similarly, the measured signals 

are transformed to the unified voltage 0-10 V (Table 1). 

 

  

Main fan 

Covering tunnel 

Photoresistor 

Bulb 

Thermistors 

 
Thermoanemometer 

Fan flowmeter 

Transformation unit 

Power 
suply 

CTRL 
unit 

IBM 
PC 
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Figure 1: Plant Scheme 

 

Table 1: Input and Output Channels of CTRL Unit 
Inputs Sensor Outputs Actuator 

y1 sensor of bulb radiance u1 voltage of bulb 

y2 
sensor of temperature near 

bulb T2 
u2 

voltage of main fan 

(speed control) 

y3 
temperature of envelope of 

the bulb T3 
u3 

voltage of adjacent fan 

(speed control) 

y4 
temperature at output of 

tunnel T4 
 

 

y6 thermoanemometer TA6   

y7 fan flowmeter   

 

 

M
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3u
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Figure 2: Inputs and Outputs of Plant 
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Figure 3: Step Responses of Bulb Temperature 

 

The step responses of the measured quantity y3 

(bulb temperature) for the step of u1 (bulb voltage) and 

constant speed of the main fan (u2 = 2V) are depicted in 

Figure 3. It is clear from the figure that the step 

responses have a nonlinear behaviour. The plant acts as 

if it has a short time constant at the beginning and it 

slows down at the end of history. Hence it should be 

taken into account that the time constant will vary in a 

large range. It follows from the steady-state load 

characteristic that the gain varies in the range of 0.42 to 

0.54. The family of transfer function from u1 to y3 at 

u2 = 2V is: 

 







∈∈
+

= )20;5(),54.0;42.0(:
1

31 Tk
sT

k
P  (1) 

 

This means that both the numerator and denominator in 

(1) are interval polynomials. 
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Figure 4: Steady-State Load Characteristic 

 

3. OUTLINE OF POLE PLACEMENT DESIGN 

The pole placement principle is one of the well-known 

methods for the controller design (e.g. Kucera 1991, 

Kucera 1993, Prokop and Corriou 1997, Prokop et al. 

1992, Vidyasagar 1985) which is simple for derivation 

and tuning. Consider a simple feedback loop (1DOF) 

structure depicted in Figure 5 with two external inputs – 

the reference w and disturbance v, respectively. The 

output and tracking error is according to Figure 5 in the 

form 

 

)()()( sv
d

cfp
sw

d

bq
sy +=   (2) 

v
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where 

 

dbqafp =+   (4) 

 

is the characteristic polynomial of the closed-loop system 

in Figure 5. 
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Figure 5: Structure of 1DOF system 
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It can be proven that the asymptotic tracking of the 

reference is achieved if and only if the polynomial pfa is 

divisible by the unstable part of fw and v is rejected if 

pfa is divisible by the unstable part of fv so that the 

result is a finite polynomial. As a consequence, the 

polynomials p, q are the solutions to Diophantine 

equation (4). It is also desirable that the transfer 

function 
fp

q
 is proper. Analysis of the polynomial 

degrees in (4) for the most frequent case fw = f = s (the 

stepwise reference) gives 

 

ad deg2deg =   (5) 

 

A standard choice for the polynomial d is 

 

.)()(
deg

1

∏
=

+=
d

i

issd α   (6) 

 

where αi > 0 are the tuning parameters of the controller 

and d is a stable polynomial which ensures the internal 

stability of the nominal system. 

With respect to (1) a nominal plant transfer 

function can be expressed by the transfer function 
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and 

 

sf

h
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w

w 1
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sf
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Then equation (4) has the form 
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2

0100 )()( dsdsqsqbsas ++=+++  (10) 

 

and by simple equating the coefficients at the like 

power of s at the left and right of (10) it can be obtained 
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Then the resulting controller is proper and has the 

traditional PI structure in the form 

 

s

qsq
Q 01 +

=   (12) 

 

4. PRINCIPLES OF µ-SYNTHESIS 

The parametric uncertainty in 31

~
P  can be treated via the 

LFT framework by using the additive and quotient 

uncertainty. Define the nominal plant 

15.12
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Plant family 31

~
P  is then equivalent to 
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Let 
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then 
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Expression (16) is represented by the LFT 

interconnection depicted in Figure 6. 

The LFT interconnection for the µ-synthesis which 

considers the performance objectives and noise 

suppression is in Figure 7. 
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Figure 6: Structure of 1DOF system 

 

Weight W1 for the performance evaluation was 

chosen as 
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0001.0
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s
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for the D-K iteration and algebraic approach, 

respectively. 

The weight for the D-K iteration cannot have 

integrating behaviour because all weights must be 

stable. Moreover, it causes uncontrollable states in the 

closed-loop system. The instability and 

uncontrollability of the closed-loop in Figure 7 does not 

make the resulting feedback loop unstable if there is a 

guarantee that the poles of the nominal feedback loop 

are in the left half plane. Controllability is a necessary 

condition for using the state space formulae giving the 

H∞ suboptimal controller (Doyle et al. 1989) as well as 

stability of all weighting functions. Thus it is impossible 

Proceedings of the Int. Conf. on Integrated Modeling and Analysis in Applied Control and Automation, 2012
ISBN 978-88-97999-12-6; Bruzzone, Dauphin-Tanguy, Junco and Merkuryev Eds. 46



to use these formulae in this case. The algebraic 

approach overcomes the problem by setting the nominal 

closed-loop poles to the left half-plane. Therefore, it is 

possible to use performance weights with poles at the 

imaginary axis, which guarantee the asymptotic 

tracking. 
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Figure 7: Structure of 1DOF system 

The weight of noise is a band-pass filter, which 

takes into account high frequency noise emerging in 

sensors 
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Let S denote a perturbed transfer function from the 

reference input w to the tracking error e. Let W1 denote 

the weighting function and define the performance 

condition as 

 

11 ≤
∞

SW   (19) 

 

If the condition (19) holds then behaviour of the 

closed loop can be changed through W1. 

 
  

M 

∆
~

 
Figure 8: Transformed Closed-Loop System 

The closed-loop feedback system in Figure 7 can 

be transformed to that in Figure 8, where M is a linear 

fractional transformation on G(s) and controller K(s), 

i.e., 

 

21

1

221211 )1()( GGGG,FM
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where G(s) is the generalized plant including the 

nominal plant and weighting functions, which can be 

parted to 
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where the rows and columns of G11 correspond to dynamic 

perturbations (22) and G22 corresponds to the controller 

structure. The other element of the system is mixed 

structured uncertainty which forms the diagonal matrix 

 

},:],,,[diag{
~
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The algebraic µ-synthesis is applied to the 1DOF 

system for the interconnection depicted in Figure 7. The 

D-K iteration is applied to the same structure with W1 

without integrating behaviour. 

The structured singular value of a matrix M, 

denoted ( )M
∆
~µ , is defined as 

 

}0)
~

det(:)
~

(min{

1
)(~

=∆−∆
=

M
M∆

Iσ
µ  (23) 

 

and if no such ∆
~

 exists which makes ∆−
~

MI  singular, 

let 0)(~ =
∆

Mµ  (Balas and Packard 1996), where )
~

(∆σ  

denotes the maximum singular value. The control 

objective is to find a stabilizing controller K 

minimizing the H∞ norm of )(~ M
∆

µ , i.e., 

 

∞∆
)],([min ~

gstabilizin
KGF

GK
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The following result is used for the robust 

performance test (Balas and Packard 1996): 

 

Theorem 1: The feedback system with 1∆~ <  has the 

robust performance, i.e., expression (19) holds and the 

perturbed feedback loop is internally stable, if and only if 

 

1)(~ ≤
∆

Mµ   (25) 

 

at all frequencies, where |⋅| denotes the absolute value. ■ 

 

In the algebraic approach the nominal closed-loop 

poles are the tuning parameters and the quality of the 

controller is evaluated by the upper bound for µ, i.e. as 

)(inf 1−

∈
DMD

D
σ

D

 for each frequency. The poles are 

constraint to the real axis in the left half-plane so that the 

stability of the nominal feedback loop is guaranteed. As 

the cost function defined by (24) as well as the upper 

bound has more than one local minimum an algorithm for 

global optimization is desirable. In this contribution 

Differential Migration (Dlapa 2009) was used for the 

optimization with high efficiency in finding the global 

minimum. Differential Migration is an evolutionary 

algorithm based on migration of individuals in the space 

of tuning parameters giving significantly higher 

robustness (in the sense of ability of finding the global 

minimum) than other algorithms of this class. The usage 

of this algorithm can shorten the computational time and 

increase the probability of finding the optimal pole 

placement. 
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5. CONTROL OF AIR-HEATING PLANT 

Experimental studies have been carried out in order to assess 

the performance of the algebraic µ-synthesis method. The 

set-point temperature profile provides a reference which 

comprises 800 iterations. It consists of an initial soak at 3V 

for 480 iterations followed by a step to 4V which is held 

constant for 300 iterations. Sampling period is 1 s and 

adjacent fan voltage is ketp zero for all experiments. 

The experimental trials are aimed at evaluating the 

performance of the PI controller obtained via the 

algebraic µ-synthesis against the D-K iteration, 

synthesis in the RPS with the poles in one point and the 

Naslin method. 
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Figure 9: µ-Plot for D-K Iteration (dashed) and 

Algebraic µ-Synthesis (solid) 
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Figure 10: Control of Real Plant for Algebraic 

Approach 

Performance indices. In order to draw comparisons 

between different control schemes an index or measure 

of performance is required. The measure of 

effectiveness which is adopted consists of three factors, 

these being the amount of energy, the variance of the 

controlled actuators and the accuracy of set-point 

tracking. This may be expressed as 

 

ρ

∑
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where ρ is the number of iterations. 

In cases where there is an increased variance in the 

control signals to the actuator this can lead to 

correspondingly increased costs due to maintenance and 

down time due to failure. The variance of the controlled 

actuator may be expressed in the form 
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12 ])([ tu   (27) 

 

The resulting controller quality arising from 

control action may be expressed in terms of the 

accuracy of set-point tracking. Using the integral of 

absolute error the deviation of the system response y(t) 

from the set-point r(t) is given as 
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Figure 11: Control of Real Plant for D-K Iteration 
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Figure 12: Control of Real Plant for Synthesis in RPS 
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Figure 13: Control of Real Plant for Naslin Method 
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In order to provide a basis for comparison the 

controllers were tuned to give satisfactory overall 

performance across the complete temperature profile. 

The controllers designed in the ring of proper and stable 

functions (RPS, see Prokop and Corriou 1997 or Prokop et 

al. 1992) and by the Naslin method were used as a 

reference (Figure 12 and 13). It is clear from Figure 9, 

10, 11, 12, and 13 showing the system response and 

control input that the algebraic approach produces more 

favourable results. An improved accuracy in set-point 

tracking as well as lower energy consumption of the 

algebraic µ-synthesis (Figure 10) was achieved via 

increased control effort to the system resulting in higher 

variance in the control signal. The set-point, actuator and 

measured signals are in the unified voltage 0-10V of the 

CTRL unit. Performance indices are given in Table 2. 

 

Table 2: Comparison of Performance Indices 

Method 1∈  2∈  3∈  

Algebraic µ-synthesis 6.30 0.24 8.33 

D-K iteration 6.37 0.23 9.07 

RPS 7.72 0.17 13.42 

Naslin method 7.10 0.22 11.02 

 

6. CONCLUSION 

The contribution presents an application of the algebraic 

µ-synthesis to an air-heating set, where the temperature 

of bulb was controlled by its voltage. The controlled 

system had a nonlinear behaviour in both the steady-state 

and dynamic characteristics. The nonlinearity was treated 

via parametric uncertainty, which was transformed to the 

LFT framework. In order to achieve asymptotic tracking, 

performance weighting function with pole at the 

imaginary axis was used. The instability of the nominal 

feedback loop was treated by setting its poles to the left 

half-plane via pole placement technique and by choosing 

the PI structure of the controller which treats the unstable 

pole of the general closed-loop interconnection. The 

algebraic µ-synthesis was applied to the LFT 

interconnection including performance weight with 

integrating behaviour and the results were compared with 

standard methods for robust controller design - the D-K 

iteration, synthesis in RPS and the Naslin method. Finally, 

it was shown that the algebraic µ-synthesis had better 

frequency properties in terms of µ-function and faster set-

point tracking than the reference methods. 

The algebraic µ-synthesis provides exploitable 

benefits for a wide range of industrial applications. In 

contrast to the D-K iteration, it can tune simple controllers 

in a more natural way and guarantee asymptotic tracking, 

which is desirable in most of the control tasks emerging in 

technology processes. The only drawback is the fact that 

an algorithm of global optimization is used leading to 

longer computational times. 
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ABSTRACT
A mathematical model and numerical simulations cor-
responding to severe slugging in air-water pipeline-riser
systems, are presented. The mathematical model consid-
ers continuity equations for liquid and gas phases, with a
simplified momentum equation for the mixture. A drift-
flux model, evaluated for the local conditions in the riser,
is used as a closure law. In many models appearing in
the literature, propagation of pressure waves is neglected
both in the pipeline and in the riser. Besides, variations of
void fraction in the stratified flow in the pipeline are also
neglected and the void fraction obtained from the station-
ary state is used in the simulations. This paper shows an
improvement in a model previously published by the au-
thor, including inertial effects. In the riser, inertial terms
are taken into account by using the rigid water-hammer
approximation. In the pipeline, the local acceleration of
the water and gas phases are included in the momentum
equations for stratified flow, allowing to calculate the in-
stantaneous values of pressure drop and void fraction.
The developed model predicts the location of the liquid
accumulation front in the pipeline and the liquid level
in the riser, so it is possible to determine which type of
severe slugging occurs in the system. A comparison is
made with experimental results published in literature
including a choke valve and gas injection at the bottom
of the riser, showing very good results for slugging cycle
and stability maps.

Keywords: severe slugging, pipeline-riser system, air-
water flow, stability, lumped and distributed parameter
systems, switched systems, petroleum production tech-
nology

1. INTRODUCTION

Severe slugging is a terrain dominated phenomenon,
characterized by the formation and cyclical production of
long liquid slugs and fast gas blowdown. Severe slug-
ging may appear for low gas and liquid flow rates when
a section with downward inclination angle (pipeline) is
followed by another section with an upward inclina-
tion (riser). This configuration is common in off-shore
petroleum production systems. Main issues related to se-
vere slugging are: a) High average back pressure at well
head, causing tremendous production losses, b) High in-
stantaneous flow rates, causing instabilities in the liquid
control system of the separators and eventually shutdown,

and c) Reservoir flow oscillations.
For steady state and low flow rates, the flow pattern in

the pipeline may be stratified, while it may be intermittent
in the riser, as shown in Fig. 1(a).

A cycle of severe slugging can be described as tak-
ing place according to the following stages (Taitel, 1986).
Once the system destabilizes and gas passage is blocked
at the bottom of the riser, liquid continues to flow in and
gas already in the riser continues to flow out, being pos-
sible that the liquid level in the riser falls below the top
level at the separator. As a consequence, the riser column
becomes heavier and pressure at the bottom of the riser
increases, compressing the gas in the pipeline and creat-
ing a liquid accumulation region. This stage is known as
slug formation (Fig. 1(b)).

As the liquid level reaches the top while the gas pas-
sage is kept blocked at the bottom, pressure reaches a
maximum and there is only liquid flowing in the riser.
This is the slug production stage (Fig. 1(c)).

Since gas keeps flowing in the pipeline, the liquid ac-
cumulation front is pushed back until it reaches the bot-
tom of the riser, starting the blowout stage (Fig. 1(d)).

As the gas phase penetrates into the riser the column
becomes lighter, decreasing the pressure and then rising
the gas flow. When gas reaches the top of the riser, gas
passage is free through the stratified flow pattern in the
pipeline and the intermitent/annular flow pattern in the
riser, causing a violent expulsion and a rapid decompres-
sion that brings the process to slug formation again. This
stage is known as gas blowdown (Fig. 1(e)).

Figure 1(f) shows the different stages in the pressure
history at the bottom of the riser corresponding to an ex-
periment under laboratory conditions (Schmidt, 1977).

A classification of severe slugging can be made, ac-
cording to the observed flow regime, as follows:
• Severe Slugging 1 (SS1): the liquid slug length is

greater to or equal to one riser length and maximum
pipeline pressure is equal to the hydrostatic head of
the riser (neglecting friction pressure drop).

• Severe Slugging 2 (SS2): the liquid length is less
than one riser length, with intermittent gas penetra-
tion at the bottom of the riser.

• Severe Slugging 3 (SS3): there is continuous gas
penetration at the bottom of the riser; visually, the
flow in the riser resembles normal slug flow, but
pressure, slug lengths and frequencies reveal cyclic
variations of smaller periods and amplitudes com-
pared to SS1.
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(a) Steady state. (b) Slug formation.

(c) Slug production. (d) Gas blowout.

(e) Gas blowdown. (f) Pressure history.

Figure 1: Stages for severe slugging (from (Taitel, 1986) and (Schmidt, 1977)).
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• Oscillation (OSC): there are cyclic pressure fluc-
tuations without the spontaneous vigorous blow-
down.

Most of the models for severe slugging were de-
veloped for vertical risers and assume one-dimensional,
isothermal flow and a mixture momentum equation in
which only the gravitational term is important.

In (Taitel et al., 1990) a model was presented consid-
ering constant mean values for the gas density and void
fraction in the riser, allowing to calculate time variations
of pipeline pressure, position of the accumulation region,
flow rate into the riser and mean holdup. It was found
that as the operation point moves closer to the stability
line the numerical procedure did not converge, giving gas
mass flows going to infinite as the spatial discretization
was decreased. Experimental data were obtained from a
facility for different buffer volumes (simulating equiva-
lent pipeline lengths) and a comparison was made with
the simulation results, showing good agreement except
for the blowout/blowdown stage. Setting apart the non-
convergence problems, lumped parameter models seem
to work fine for short risers, where the local variations of
variables are small, but are not successful in long risers,
typical of offshore systems.

In (Sarica and Shoham, 1991) a model with a dis-
tributed parameter formulation for the riser was pre-
sented. Considering continuity equations for the liquid
and gas without phase change and a gravity-dominant
mixture momentum equation, the model was capable of
handling discontinuities such as liquid accumulation in
the piping and liquid level in the riser. The resulting equa-
tions were solved by using the method of characteristics.
A comparison of simulations with different experimental
data showed reasonable agreement, although the model
also suffered from non-convergence in the unstable re-
gion.

In (Baliño et al., 2010) a model for severe slugging
valid for risers with variable inclination was presented.
The model was used to simulate numerically the air-water
multiphase flow in a catenary riser for the experimental
conditions reported in (Wordsworth et al., 1998). Stabil-
ity and flow regime maps in the system parameter space
for the multiphase flow in a catenary pipeline-riser sys-
tem were built.

In (Nemoto and Baliño, 2012) the model developed in
(Baliño et al., 2010) was extended to investigate the dy-
namics of gas, oil and water flow in a pipeline-riser sys-
tem. Mass transfer between the oil and gas phases was
calculated using the black oil approximation. The prop-
erties of fluids were calculated by analytical correlations
based on experimental results and field data.

The stationary solution for a given point in the system
parameter space is given as initial condition for the nu-
merical simulation; if the numerical solution does not go
away from the initial condition with time, the stationary
solution is stable and it is the system steady state. If the
numerical solution goes away with time, the stationary
state is unstable, there is no steady state and an intermit-

tent solution develops with time. By changing the point
in the system parameter space and repeating this process,
the stability map can be built. For unstable flow, the anal-
ysis of the limit cycle leads to the determination of the
flow regime map, showing the regions corresponding to
the different types of intermittency.

In all the models reviewed above, propagation of pres-
sure waves is neglected both in the pipeline and in the
riser; this constitutes the no-pressure-wave (NPW) ap-
proximation (Masella et al., 1998). As a result of the
NPW approximation, pressure changes are felt instanta-
neously at any point in the domain (pressure waves travel
at infinite speed).

Also in the models reviewed above, a stratified flow
pattern is assumed at the pipeline and variations of void
fraction are neglected. The void fraction is obtained from
a momentum balance in the gas and liquid phases, result-
ing an algebraic relation between the mean variables (Tai-
tel and Dukler, 1976). The void fraction determined in
the stationary state is assumed as constant in the simula-
tions, so the momentum balance equation is not satisfied
and variations of the void fraction cannot be calculated in
the transients.

This paper shows an improvement in the model pre-
viously published by the author (Baliño et al., 2010), in-
cluding inertial effects.

In the riser, inertial terms are taken into account by
using the rigid water-hammer approximation (Chaudhry,
1987). In this approximation, the acceleration terms for
the liquid and gas phases are taken into account in the mo-
mentum equation, but compressibility of the liquid phase
is neglected in the mass conservation equation. In the
pipeline, convective acceleration terms are neglected but
the local acceleration terms for the water and gas phases
are included in the momentum equations for stratified
flow, allowing to calculate the instantaneous values of
pressure drop and void fraction.

The model includes additional devices, such as a
valve located at the top of the riser and a gas injection
line at the bottom of the riser. In this way it is possible
to evaluate valve closure and gas lift as mitigating actions
for severe slugging.

2. MODEL

The model considers one-dimensional flow in both
pipeline and riser subsystems. The liquid phase is as-
sumed incompressible, while the gas phase is considered
as an ideal gas. Both phases flow in isothermal condi-
tions. The flow pattern in the pipeline is assumed as strat-
ified. The model is capable of handling discontinuities in
the flow, such as liquid accumulation in the pipeline, liq-
uid level in the riser and void fraction waves.

2.1 Pipeline

The pipeline, shown in Fig. 2, can be either in a con-
dition of liquid accumulation (x > 0) or in a condition
of continuous gas penetration (x = 0), where x is the po-
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sition of the liquid accumulation front. The existence of
a buffer vessel with volume υe is considered in order to
simulate an equivalent pipeline length Le = υe

A , where
A is the flow passage area (A = 1

4 πD
2, where D is the

inner diameter).

Figure 2: Definition of variables at the pipeline.

Three locations in the pipeline can be identified, with
corresponding pressures and superficial velocities for the
liquid and gas phases: the bottom (Pp b, jl b and jg b), the
stratified region located at the liquid accumulation front
(Pp s, jl s and jg s) and the top (Pp t, jl t and jg t).

Mass and momentum conservation equations are ap-
plied for the control volumes corresponding to the liquid
and gas phases. In the mass equation, a mean pressure
P g(t) = 1

2 (Pp t + Pp s) is assumed. In mass and mo-
mentum equations, variations of the void fraction with
position are neglected and a mean void fraction αp(t) is
considered. These approximations are made in order to
get a lumped parameter model for the pipeline.

The superficial velocities at the top of the pipeline can
be written as:

jl t =
Ql 0
A

(1)

jg t =
ṁg 0Rg Tg
Pp tA

(2)

where ṁg 0 and Ql 0 are respectively the gas mass flow
and the liquid volumetric flow injected in the pipeline and
Rg and Tg are respectively the gas constant and tempera-
ture.

2.1.1 Condition x > 0

For this condition there is no gas flowing out the
pipeline, resulting:

jg b = 0 (3)

Applying mass conservation equation for the liquid
and gas phases, it is obtained:
dαp
dt

=
jl b − Ql 0

A + αp
dx
dt

L− x
(4)

dP g
dt

=
−P g

(
jl b − Ql 0

A

)
+

Rg Tg

A ṁg 0

(L− x)αp + Le
(5)

where L is the pipeline length and t is time. A mass bal-
ance for the liquid in the stratified region yields:

− (L− x)
dαp
dt

+ jl s −
Ql 0
A

= 0 (6)

From Eq. (4) and (6), it results:

jl s = jl b + αp
dx

dt
(7)

From the kinematic condition at the liquid penetration
front, we get:

jg s = −αp
dx

dt
(8)

Applying the momentum conservation equation in the
control volume of liquid region at the penetration front
and including friction and inertial terms, we get:

Pp b = Pp s + ρl x

(
g sinβ − 2 fll

D
jl b |jl b| −

djl b
dt

)
(9)

where fll is the Fanning friction factor (assuming that
only liquid is filling the cross sectional area), g is the
gravity acceleration constant, ρl is the liquid density and
β is the pipeline inclination angle (positive when down-
wards). The Fanning friction factor is calculated by using
the correlation from (Chen, 1979).

2.1.2 Condition x = 0

For this condition there is no liquid penetration front,
resulting:
jg s = jg b (10)

jl s = jl b (11)

Pp s = Pp b (12)

Applying mass conservation equation for the liquid
and gas phases, it is obtained:
dαp
dt

=
1

L

(
jl b −

Ql 0
A

)
(13)

dP g
dt

=
−P g

(
jg b + jl b − Ql 0

A

)
+

Rg Tg

A ṁg 0

Lαp + Le
(14)

2.1.3 Local equilibrium condition for stratified flow

In previous models, the void fraction at the pipeline is
determined from an algebraic relationship evaluated from
the stationary state, derived from the momentum balance
in stratified flow (Taitel and Dukler, 1976). This rela-
tionship can be generalized by including the local inertial
terms. Assuming stratified flow (see Fig. 3), the general-
ized relationship can be written as:

Figure 3: Stratified flow at the pipeline.
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τw g
Sg
αp
− τw l

Sl
1− αp

+ τi Si

(
1

1− αp
+

1

αp

)
+
(
ρl − ρg

)
Ag sinβ −A

(
ρl
dul
dt
− ρg

dug
dt

)
= 0

(15)

ug =
jg
αp

(16)

ul =
jl

1− αp
(17)

ρg =
Pg

Rg Tg
(18)

jg =
1

2
(jg t + jg s) (19)

jl =
1

2

(
Ql 0
A

+ jl s

)
(20)

where jg and jg are respectively the mean superficial ve-
locities for gas and liquid, Sg , Si and Sl are respectively
the gas, interfacial and liquid wetted perimeters, τw g , τi
and τw l are respectively the wall-gas, interface and wall-
liquid shear stresses, ug and ug are respectively the mean
phase velocities for gas and liquid and ρg is the gas den-
sity.

In Eq. (15) the wetted and interfacial perimeters are
determined considering a stratified geometry, while the
shear stresses are related to the superficial velocities of
the phases through friction factors based on the hydraulic
diameters for each phase (Kokal and Stanislav, 1989).

2.2 Riser

Continuity equations for the phases are considered at
the riser (see Fig. 4). This results in the following set of
equations:

Figure 4: Definition of variables at the riser.

−∂α
∂t

+
∂jl
∂s

= 0 (21)

∂

∂t
(P α) +

∂

∂s
(P jg) = 0 (22)

where jg , jl and j are respectively the gas, liquid and total
superficial velocities, P is the pressure, s is the position
along the riser, α is the void fraction and ug and ul are
respectively the gas and liquid phase velocities.

The superficial velocities for the phases are deter-
mined by using a drift flux correlation, assumed to be
locally valid:
jg = ug α = α (Cd j + Ud) (23)

jl = j − jg = ul (1− α) = (1− αCd) j − αUd (24)

It will be assumed that the drift parameters Cd and Ud
depend at most on the local flow conditions and inclina-
tion angle θ = θ (s), this is, Cd = Cd (α, P, j, θ) and
Ud = Ud (α, P, j, θ) (Bendiksen, 1984; Chexal et al.,
1992).

The drift coefficients used in the model are (Bendik-
sen, 1984):
• For Frj < 3.5:
Cd = 1.05 + 0.15 sin θ (25)

Ud =
√
g D (0.35 sin θ + 0.54 cos θ) (26)

• For Frj ≥ 3.5:
Cd = 1.2 (27)

Ud = 0.35
√
g D sin θ (28)

where the Froude number Frj is defined as:

Frj =
j√
g D

(29)

Considering as the state variables in the riser the void
fraction, pressure and total superficial velocity (functions
of position and time), Eq. (21) and (22) can be finally
rewritten as:
Dgα

Dt
+ α

∂

∂s
(Cd j + Ud)−

∂j

∂s
= 0 (30)

α
DgP

Dt
+ P

∂j

∂s
= 0 (31)

where:
Dg

Dt
=
∂

∂t
+ ug

∂

∂s
(32)

A mixture momentum equation is considered, in
which the inertial terms corresponding to the liquid and
gas phases were included :
∂P

∂s
= −ρm

(
g sin θ + 2

fm
D

j |j|
)

−αρg
Dgug
Dt

− (1− α) ρl
Dlul
Dt

(33)

ρm = ρl (1− α) +
P

Rg Tg
α (34)

Dl

Dt
=
∂

∂t
+ ul

∂

∂s
(35)

where fm is the Fanning friction factor (dependent on the
Reynolds number and the relative roughness ε/D, where
ε is the pipe roughness), calculated from (Chen, 1979) us-
ing a homogeneous mixture two-phase model and ρm is
the mixture density.
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2.2.1 Gas lift

Gas lift is a process used to artificially lift fluids from
wells where there is insufficient reservoir pressure. By
injecting gas, it is possible to aerate the liquid column
and to reduce the pressure gradient. Due to this effect, it
is acknowledged that gas lift can stabilize the flow in se-
vere slugging, although relatively large gas flow rates are
necessary (Jansen et al., 1996). In the model it is consid-
ered the possibility of injecting gas in a position sl along
the riser. Considering the balance conservation equations
with a gas mass source term, it can be shown that the
gas injection introduces the following discontinuities in
position in the gas superficial velocity, pressure and void
fractions:

j+g =

Rg Tg

A ṁg l + P− j−g
P+

(36)

P− =

P+

[
1− 1

Rg Tg

(
j2g
α

)+]
− ρl j2l

(
1

1−α+ − 1
1−α−

)
1− 1

Rg Tg

(
j2g
α

)−
(37)

α+ =
j+g

(Cd j + Ud)
+ (38)

where ṁg l is the injected gas lift mass flow and the super-
scripts− and + denote evaluation respectively at location
upstream and downstream of position sl.

2.2.2 Gas region

In transients where the liquid level falls below the top
of the riser (su < st) a gas region is formed, as shown
in Fig. 5. This region is modeled considering a constant
mean pressure P g r = 1

2 (Pt + Pu) for the mass balance
equation and friction, gravitational and inertial terms in
the momentum balance equation; Pt and Pu are respec-
tively the pressure at the top and at the liquid level in the
riser. The resulting equations for the mass balance de-
pends on the location of the gas lift injection sl compared
to the liquid level position su.

Figure 5: Definition of variables at the gas region.

If su > sl, we get:

dP g r
dt

= − P g r
st − su

(jg t − ju) (39)

If su > sl, we get:

dP g r
dt

= − P g r
st − su

(
jg t − ju −

Rg Tg

P g r A
ṁg l

)
(40)

where jg t is the gas superficial velocity at the top of the
riser, ju is the total superficial velocity at the liquid level
and st is the position of the top of the riser.

The momentum conservation equation results, for
both cases:

Pu = Pt + ρg [g (zt − zu) (41)

+

(
2 fgg
D

jg r
∣∣jg r∣∣− djg r

dt

)
(st − su)

]

jg r =
1

2
(ju + jg t) (42)

where fgg is the Fanning friction factor considering only
gas flowing, jg r and ρg are respectively the mean gas
superficial velocity and the mean gas density at the gas
region; zt and zu are respectively the vertical positions at
the top of the riser and at the liquid level.

2.2.3 Riser geometry

The riser geometry is characterized by the coordinates
X and Z corresponding to the top of the riser and a set
of functions furnishing the ordinate z and local inclina-
tion angle θ as a function of the local position s along the
riser (see Fig. 4). For a constant angle riser, for instance,
it results:

θ = arctan

(
Z

X

)
(43)

st =
(
X2 + Z2

)1/2
(44)

z = s sin θ (45)

The definition of geometry for a catenary riser can be
seen in (Baliño et al., 2010).

2.2.4 Choke valve

In normal operation in petroleum production systems
the choke valve controls the flow, allowing a production
compatible with the reservoir characteristics. In severe
slugging, it is acknowledged that choking can stabilize
the flow by increasing the back pressure (Schmidt, 1977;
Taitel, 1986). For low pressures, typical of air-water lab-
oratory systems, the valve operates in subcritical condi-
tion; in this case, the flow depends on the pressure dif-
ference across the valve (see Fig. 6. The model consid-
ers a valve characteristic based on the homogeneous flow
model:
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Figure 6: Definition of variables at the choke valve.

Pt − Ps = Kv
1

2
ρmt jt |jt| (46)

ρmt = αt ρg t + (1− αt) ρl (47)

where jt, αt, ρmt, ρg t are respectively the total superfi-
cial velocity, void fraction, mixture density and gas den-
sity, all of them evaluated at the top of the riser, Ps is the
separator pressure and Kv is the valve constant.

Another expression for the pressure drop across the
valve was used in (Jansen et al., 1996):

Pt − Ps = C jl t |jl t| (48)

where jl t is the liquid superficial velocity at the top of
the riser and C is a dimensional valve constant. Accord-
ing to this relationship, it is neglected the contribution of
the gas phase to pressure drop.

2.3 Coupling between pipeline and riser

Assuming the same flow passage area for the pipeline
and riser, the pressure and superficial velocities at the bot-
tom of the riser are continuous:

P (s = 0, t) = Pb (t) (49)

jg (s = 0, t) = jg b (t) (50)

jl (s = 0, t) = jl b (t) (51)

The boundary condition for the void fraction can be
obtained from Eq. (23) evaluated at the bottom of the
riser:

α (s = 0, t) = αb (t) =
jg b

Cd b jb + Ud b
(52)

Figure 7 shows the state variables and the coupling
between the subsystems. State variables for the pipeline
are the average gas pressure, void fraction and position
of the liquid accumulation front, while for the riser they
are the local pressure, void fraction and total superficial
velocity. The pipeline imposes the superficial velocities
for the gas and liquid phases at the bottom of the riser,
while the riser imposes the pressure to the pipeline; these
variables are the boundary conditions for the correspond-
ing subsystems. Additional boundary conditions are the
liquid volumetric flow rate and the gas mass flow rate at
the pipeline, as well as the gas lift mass flow rate and
separation pressure at the riser.

Figure 7: Coupling between subsystems.

As initial conditions, the stationary conditions were
chosen, this is, the solution of the system of equations
obtained after setting equal to zero the time derivatives.

3. DISCRETIZATION AND NUMERICAL
IMPLEMENTATION

The system of equations corresponding to the station-
ary state, as well as the system of dynamic equations,
were discretized and numerically implemented using the
software MATLAB (Magrab et al., 2005).

In the riser a moving grid method was adopted (see
Fig. 8), in which node i (1 ≤ i ≤ N − 1) moves with
the corresponding gas velocity (red lines), in order to cal-
culate the directional derivatives of Eq. (32). Last node
N moves with the liquid velocity if the liquid level falls
below the top of the riser (su < st), or remains fixed
at position st otherwise. The time step ∆tk+1 is chosen
as the time step such that the characteristic propagated
from the N − 1 th node intersects the position su at time
tk + ∆tk+1 if the liquid level falls below the top level in
the riser, or as the time step such that the characteristic
propagated from the N − 1 th node intersects position st
otherwise. Values at time tk are interpolated in order to
calculate the directional derivatives of Eq. (35), corre-
sponding to the liquid velocity (blue lines). An implicit
scheme was used, with a predictor-corrector method for
treatment of the nonlinearities. Details of the procedure
can be seen in (Baliño et al., 2010).

s

t

tk

tk+1

Dt

1 2 3 4

1 2 3 4 5

1 2 3 4

k+1

Figure 8: Discretization along the characteristic direc-
tions.

4. SIMULATIONS

In this Section, simulations corresponding to exper-
imental data for a vertical riser are shown, considering
the effects of the choke valve and gas lift injection at the
bottom of the riser.

After a nodalization study, the riser was dis-
cretized in N = 21 nodes. Input flow vari-
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ables are defined in terms of the superficial veloc-
ities jg 0 and jl 0 at standard conditions (pressure
P0 = 1.013 bara, temperature T0 = 293K); these super-
ficial velocities are related to the flows as:

jg 0 =
Rg T0 ṁg 0

P0A
(53)

jl 0 =
Ql 0
A

(54)

4.1 Data from (Taitel et al., 1990)

The following parameters were chosen for a com-
parison with experimental data of (Taitel et al.,
1990): fluid parameters are µl = 1.× 10−3 kg/m/s,
µg = 1.8× 10−5 kg/m/s, ρl = 1.× 103 kg/m3,
Rg = 287m2/s2/K and Tg = 293K; pipeline param-
eters are L = 9.1m, Le = 1.69m and β = 5 o; riser
height is Z = 3m; common parameters for pipeline and
riser are D = 2.54× 10−2m and ε = 1.5× 10−6m;
separation pressure is Ps = 1.013 bara. No choke valve
or gas injection was considered.

Figure 9 shows results of a simulation for jg 0 =
0.063m/s and jl 0 = 0.124m/s for representative vari-
ables: gas (jg1 and liquid (jl1) superficial velocities at the
bottom of the riser, position (x) of the liquid penetration
front, void fraction (α1) and pressure (P1) at the bottom
of the riser, liquid level at the riser (su) and void fraction
(αp) and pressure drop (Ppe−Ppt) in the stratified region
at the pipeline.

It can be seen that, in this case, the stationary state
used as the initial condition is not stable and the system
goes to a limit cycle. It can be observed a large variation
of superficial velocities, compared to the initial station-
ary values. Variations in the void fraction at the pipeline
are relatively small, supporting the assumption of con-
stant void fraction made in previous models. On the other
hand, variations in pressure drop at the pipeline can be
large compared to the stationary values, particularly in
the blowdown stage.

Many parameters corresponding to the transient can
be calculated from Fig. 9. Considering that the slug-
ging cycle begins when the gas passage at the bottom of
the riser is blocked, the severe slugging period and times
corresponding to different stages described in Section 1.

can be calculated. In this case, it can be seen that the
liquid level does not remain at the top of the riser. From
the simulations, it is also possible to determine the pres-
sure amplitude at the bottom of the riser, the maximum
position of the liquid penetration front in the pipeline and
the minimum position of the liquid level in the riser.

Table 1 shows a comparison of experimental and
model simulated severe slugging periods for different gas
and liquid superficial velocities. The periods calculated
with the model are in very good agreement with the ex-
perimental ones. There are some cases in which the simu-
lation predicts a unstable condition while the experiment
reports a stable condition.

With the simulations, it is also possible to obtain the
numeric stability curve by keeping constant a value of

liquid or gas flow rate and varying the other in fixed in-
crements until passing from one condition (stable or un-
stable) to another; when this happens, the procedure is
repeated with half the increment until achieving conver-
gence. The procedure is laborious and computationally
costly. Stability maps generated for catenary risers can
be seen in (Baliño et al., 2010) and (Nemoto and Baliño,
2012).

Figure 10 shows the numerically generated stability
map for the conditions corresponding the experimental
conditions of (Taitel et al., 1990). In the same figure the
experimental data points are shown; these unstable data
points were classified as "unstable fall" (su < st in the
transient) or "unstable no fall" (su = st always in the
transient), based on a visual observation. It can be seen
that the numerically generated stability curve includes all
the unstable data points. Data points for which there is
a discrepancy between experiment and stability simula-
tion prediction are located close to the stability curve;
for these points pressure amplitudes and liquid penetra-
tion lengths are small and liquid level in the riser remains
at the top or close to it, making difficult to differenti-
ate between the severe slugging instability condition and
the fluctuations associated to the intermittent flow based
only on a visualization. Besides, the experimental de-
termination of the stability curve requires a very careful
control of variables such as separator pressure and input
flows; cases 5 and 7 in Table 1, for instance, show a large
discrepancy in experimental period for almost the same
values of superficial velocities, indicating that other vari-
ables were not kept constant in the experiment.

Table 1: Comparison with experimental results (Taitel
et al., 1990).

Experiment Simulation
Case jg 0 jl 0 Texp Tsim error

(m/s) (m/s) (s) (s) (%)
1 0.063 0.124 24 25.4 5.8
2 0.064 0.209 20 19.5 −2.5
3 0.123 0.183 15 15.5 3.3
4 0.124 0.212 14 14.6 4.3
5 0.062 0.679 6 7.36 22.7
6 0.063 0.367 13 13.3 2.3
7 0.063 0.679 9 7.35 −1.8
8 0.064 0.535 10 9.27 −7.3
9 0.065 0.226 19 18.7 −1.6

10 0.122 0.374 11 10.8 −1.8
11 0.123 0.621 8 7.36 −8.0
12 0.126 0.228 13 14.0 7.7
13 0.187 0.226 11 11.9 8.2
14 0.188 0.466 8 8.22 2.8
15 0.188 0.502 7 7.86 12.3
16 0.19 0.312 10 10.1 1.0
17 0.058 0.705 steady 7.19 NA
18 0.063 0.698 steady 7.21 NA
19 0.122 0.730 steady 6.45 NA
20 0.126 0.673 steady 14.0 NA
21 0.126 0.085 steady 18.2 NA
22 0.184 0.127 steady 4.24 NA
23 0.185 0.161 steady 12.3 NA
24 0.187 0.551 steady 7.36 NA
25 0.188 0.755 steady steady NA
26 0.19 0.685 steady 6.24 NA
27 0.313 0.433 steady 14.0 NA
28 0.314 0.347 steady steady NA
29 0.319 0.614 steady steady NA
30 0.321 0.744 steady steady NA
31 0.43 0.604 steady steady NA
32 0.433 0.701 steady steady NA
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Figure 9: Simulation results for jg 0 = 0.063m/s and jl 0 = 0.124m/s (case 1, Table 1).

Figure 10: Numerically generated stability map and data
from (Taitel et al., 1990).

4.2 Data from (Jansen et al., 1996)

In (Jansen et al., 1996) it was used the same test facil-
ity as in (Taitel et al., 1990). The simulations parameters
were the same, except for Le = 10m and β = 1 o.

A choke valve with C = 1.2 × 105 Pa s2/m2, see
Eq. (48), was introduced at the top of the riser in order to

study the influence of choking on severe slugging; no gas
injection was considered.

Table 2 shows a comparison of experimental and
model simulated severe slugging periods for different gas
and liquid superficial velocities. As in Section 4.1, the ex-
perimental and simulated periods are in very good agree-
ment, with some cases with discrepancies in the predic-
tion of the stability condition.

Table 2: Comparison with experimental results, choke
valve, C = 1.2× 105 Pa s2/m2 (Jansen et al., 1996).

Experiment Simulation
Case jg 0 jl 0 Texp Tsim error

(m/s) (m/s) (s) (s) (%)
1 0.0753 0.0959 46.6 54.9 17.8
2 0.1147 0.0949 37.6 43.7 16.2
3 0.1739 0.0959 31.8 32.8 3.1
4 0.0781 0.0497 47.5 56.2 18.3
5 0.1181 0.0487 38.5 43.7 13.5
6 0.0809 0.1704 45 50.4 12.0
7 0.1209 0.1693 39.9 42.4 6.3
8 0.1713 0.0497 31.5 31.8 1.0
9 0.1209 0.2365 steady 43.0 NA

10 0.1734 0.2354 steady 36.7 NA
11 0.2493 0.2386 steady 30.6 NA
12 0.1698 0.1693 steady 35.5 NA
13 0.2474 0.1704 steady 28.5 NA
14 0.2502 0.0959 steady 25.0 NA
15 0.251 0.0497 steady 22.0 NA

In another experimental campaign, a constant gas
superficial velocity at standard condition jg0 gl =
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0.091m/s was injected at the bottom of the riser in order
to study the influence of gas lift on severe slugging; no
choke valve was considered. The gas superficial velocity
and the corresponding gas mass flow are related by:

jg0 gl =
Rg T0 ṁg l

P0A
(55)

Table 3 shows a comparison of experimental and
model simulated severe slugging periods for different gas
and liquid superficial velocities. Again, the agreement for
experimental unstable data points is very good.

Table 3: Comparison with experimental results, gas in-
jection, jg0 gl = 0.091m/s (Jansen et al., 1996).

Experiment Simulation
Case jg 0 jl 0 Texp Tsim error

(m/s) (m/s) (s) (s) (%)
1 0.0808 0.2528 21.5 29.8 38.6
2 0.1153 0.2549 18.9 23.8 25.9
3 0.1702 0.2571 14.9 18.1 21.5
4 0.2515 0.2582 13.4 13.2 −1.5
5 0.0791 0.152 24.1 36.9 53.1
6 0.1147 0.152 20.5 27.3 33.2
7 0.3125 0.1542 10.8 11.0 1.9
8 0.1695 0.1013 16.8 19.4 15.5
9 0.248 0.0949 13.2 13.9 5.3

10 0.1129 0.0487 27 28.0 3.7
11 0.1737 0.0476 18.8 19.7 4.8
12 0.3215 0.0916 9.5 11.1 16.8
13 0.2489 0.0465 14 13.6 −2.9
14 0.366 0.1552 steady 9.82 NA
15 0.4115 0.1552 steady 8.96 NA
16 0.369 0.0981 steady 9.41 NA
17 0.3141 0.0444 steady 10.4 NA

5. CONCLUSIONS

A mathematical model and numerical simulations
corresponding to severe slugging in air-water pipeline-
riser systems, are presented. The model is an improve-
ment of the one previously published by the author (Bal-
iño et al., 2010), including inertial effects. Inertial ef-
fects are taken into account by using the rigid water-
hammer approximation, which was numerically imple-
mented without increasing substantially the complexity
of the model.

A comparison is made with experimental results pub-
lished in literature for vertical risers including the effect
of a choke valve at the top and gas injection at the bottom
of the riser, showing very good results for slugging cycles
and stability maps.
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ABSTRACT 
This paper discusses the robust closed loop control 
design subject to parametric uncertainties applied to a 
crane during a maneuver. Usually crane trajectories are 
generated by formulating a minimum time optimal 
control in open loop. However, the optimality of the 
solution is not maintained due to variations in the plant 
over time. This work proposes the use of a model 
matching structure to reduce the problems related to 
model uncertainties thus trying to preserve the 
trajectory optimality. The robust compensator 
minimizes explicitly the matching error between the 
real plant and the reference plant. In this application the 
main uncertain parameter is the pendulum length and 
plays the role of the load lifting. To illustrate the 
application experiments were done using a lab scale 
equipment. The results observed are very close to those 
obtained from numerical simulation. 

 
Keywords: Robust Control, Optimal Control, Model 
Matching 

 
1. INTRODUCTION 
Cranes are common in various industry segments for 
transporting loads. These systems are considered 
efficient for their safety in transportation, mechanical 
robustness and reliability of loading and unloading 
tasks.  
 Even a crane manually operated need to be 
controlled accordingly but one should not expect great 
performance since human action can be inaccurate and 
not always the best path will be produced, which can 
generate, for example, swings that may endanger the 
operation, products, equipment, etc. When an automated 
system is used, it is reasonable to expect for better 
performance. In this case, the system is responsible for 
controlling all the variables subjected to the physical 
constraints, seeking minimum time, lower power 
consumption and minimal oscillation. (Puglia, Leonardi 
and Ackermann, 2011; Da Cruz and Leonardi, 2012). 
 As proposed by Sorensen, Singhose and Dickerson 
(2007), the control schemes of cranes may be grouped 
into three categories: time-optimal control, command 
shaping and feedback control. His own publication can 
be considered in the category of command shaping with 
a forward action used to determine the appropriate 
command signal in order to reduce the swing during a 
maneuver. The command shaping approach was also 
used by Lee and Choi (2001), who developed a way to 

determine the trajectory of the crane based on Lyapunov 
stability theorem. Another example is the work of Chen, 
Hein and Wörn (2007), where it is proposed an open-
loop control with the trajectory defined based on the 
principle of acceleration compensation. In the work of 
Lau and Pao (2001), he discusses about the equivalence 
of minimum time optimal control and command 
shaping for flexible systems. 
 Normally the minimum time problem is treated in 
open loop, but due to modeling errors and disturbances 
is necessary to use a closed loop control strategy to 
maintain the optimal trajectory with a certain precision. 
An example of this is the work of Hičár and Ritók 
(2006) which uses the pole allocation method by means 
of the Ackermann formulae to provide a robust control 
to a crane. 
 Different closed loop control structures, such as 
IMC, multiloop, model matching, etc., are somehow 
equivalent to each other in the sense that it is usually 
possible to represent the same control law on different 
topologies. However, the choice of a particular structure 
can make easy the analysis, design or even its 
implementation. This paper proposes the use of a model 
matching structure to perform the closed loop control 
law for a crane which must robustly maintain the 
optimal trajectory of both minimum time and minimum 
control effort. The optimal maneuver begins with the 
crane at rest and carries the load at a fixed distance, 
reaching the destination also at rest. The optimal 
trajectory does not consider the lift during the 
maneuver, and therefore, if this occurs, the trajectory is 
no longer optimal. The purpose of using the model 
matching is precisely for overcome that problem. The 
controller must make a closed loop to behave as the 
plant that was used to obtain the optimal trajectory, that 
is, without lifting. Thus, the controller must be robust to 
variations in crane cable length. 
 The optimal trajectory was generated in the similar 
way as in Puglia, Leonardi and Ackermann (2011). It 
takes into account physical constraints of the system, 
such as the maximum control effort. Notice that the 
design of the robust model matching controller must 
also take into consideration those constraints.  
 To easily incorporate constraints in the robust 
controller design, we have chosen to conduct the project 
in the time domain by means of a parametric 
optimization of the controller coefficients. 

A cart-pendulum lab system was used to illustrate 
the proposed approach.   
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2. METHOD 
The proposed methodology is based on a model 
matching control structure and its design is discussed in 
the sequence. This structure is used to robustly maintain 
the optimal trajectory of a crane during a maneuver. 
 
2.1. Model Matching 
Consider the standard closed loop control system 
diagram in the Fig. 1, where x(t) is the reference signal, 
y(t) is the controlled output, and d(t) an auxiliary 
exogenous signal. Respectively, F(s) and P(s) represent 
the transfer functions of the controller and the plant 
nominal model. 
 

 
Figure 1: Closed Loop Control. 

 
 In general, the goal of the control system is to have 
y(t) closely following x(t). If the nominal plant model is 
known and the inverse of its transfer 
function ( ) 1 ( )M s P s  exists, one can use the input 
d(t) as a feed forward action, as shown in Fig. 2. 
 

 
Figure 2: Closed Loop with Feed Forward Action. 

 
 In the absence of plant modeling errors the control 
system is reduced to an open loop, since y(t) = x(t). In 
the presence of modeling errors the controller F(s) need 
to compensate for the difference x(t)-y(t) by correcting 
the value of u(t). Even disregarding the modeling errors, 
often the inverse of the plant model may have issues for 
a practical application. For those cases M(s) can be 
taken as an approximation of the 1/P(s), and thus the 
controller F(s) will probably be required to compensate 
for higher deviations. When the plant exhibits constant 
gain at low frequency it is common to use a static N(s). 
 In an optimal control problem, typically, both the 
optimal trajectory y = y*(t) and the optimal control 
u = u*(t), are available. If it is necessary to keep the 
optimal trajectory with a closed loop control we can use 
the structure of the Fig. 2. However, one can achieve 
feed forward compensation without the use of M(s) 
explicitly, by simply using d(t) = u*(t) and x(t) = y*(t). 
In this scenario, the feed forward control action diagram 
can be redrawn in the equivalent form of the Fig. 3 
where the plant model appears explicitly ( ) ( )N s P s . 

 

 
Figure 3: Closed Loop Optimal Control. 

 
 In a more general scenario the diagram of Fig. 3 
can be used even when ( ) ( )N s P s  and may be 
applied in an attempt to make the closed loop transfer 
function ( ) ( ) ( )T s y s x s  aproach N(s). In fact, this 
appeal is more easily seen by drawing the diagram in its 
equivalent form of Fig. 4. 
 

 
Figure 4: Model Matching Structure. 

 
 The structure in Fig. 4 is known in the technical 
literature and has been used in some applications like 
the one by Jonckheere (1999) for controlling a crippled 
aircraft. Note that the error signal in this diagram is, in 
fact, the difference between the response of the plant 
P(s) and the response of the reference model N(s). If the 
controller F(s) can make this error small enough, then 
the response of the plant is about the same response of 
the reference model. This effect has been called 
approximate model matching. 
 The model matching control structure is used in 
this work in order to make the plant response following 
an optimal trajectory. The reference model N(s) is the 
model used to generate the optimal trajectory and P(s) 
represents all real plants. The differences between N(s) 
and P(s) may be due to variations in the plant over time 
which may even be deliberate. In this work this feature 
is used to compensate eventual load hoisting and 
lowering  during a maneuver. 
 
2.2. Mechanical Model 
A scheme of the cart-pendulum system used is shown in 
Fig. 5, where m  is the load mass, x  the cart position 
and   the load angle. 
 The equations of motion describing the dynamics 
of the cart-pendulum model can be, for instance, 
derived using the Newton-Euler formalism as described 
in Schiehlen (1997). 
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Figure 5: Cart-pendulum Scheme. 

 
 The resulting nonlinear model can be presented in 
the form of the following differential equation. 
 

 
 

 
 

2 2

2 2

( ) ( )
( ) cos ( )

d t d x t
L g sen t t

dt dt


    (1) 

 
where g is the gravity acceleration and L de pendulum 
length.   
 Considering that the kinematics of the cart can be 
imposed arbitrarily, we define the manipulated variable 
 

( ) ( )u t x t  (2) 
 
That allows also defining 
 

 2

2

( )
( )

d x t
a t

dt
   (3) 

 
 In handling anti-oscillatory problems, it is expected 
that the maximum oscillation angle be small. This 
condition leads to the approximations sen   and 
cos 1  . These approximations simplify the equations 
of motion to 
 

 
 

 2 2

2 2

( ) ( )d t d x t
L g t

dt dt


   (4) 

 
 Mapping it to the Laplace domain and taking null 
initial conditions, one obtains the transfer function 
 

2

2

( )

( )

Y s s

X s Ls g



 (5) 

 
where 
 

( ) ( )y t t  (6) 
 

to be consistent with the notation used in section 2.1. 
 The model does not incorporate the Coulomb 
friction. However, it can be easily included as an 
additional torque in the equation (1). In such cases, the 
design of optimal control signal should take this into 

account or the closed loop control must be robust in the 
presence of this modeling error. 
 
2.3. Optimality 
The model matching control system proposed in this 
work should be able to closely keep the solution of the 
optimization problem proposed by Puglia, Leonardi and 
Ackermann (2011). This problem is defined by the 
objective function (7) and the constraints (8). That is, 
should minimize the sum of the absolute control a 
(acceleration) in each sampling time (1,.., n), subjected 
to the plant dynamics N(s), initial state w(t0) and final 
state w(tf) of the maneuver, and the limits max|v| of the 
control effort. Besides, the optimal control a*(t) and the 
optimal trajectory y*(t) generated by Puglia, Leonardi 
and Ackermann (2011) also includes the time 
minimizing in the same optimization problem. Notice 
that the overall acceleration is minimized but the 
designer could add penalties related to each sampling 
time or even limit each value as an explicit constraint. 
 The optimal signal is used in the model matching 
control structure of Fig. 4 which is supposed to 
maintain y(t) close to the y*(t). 
 

n
a

aaaJ  211min  (7) 
 

)(sN ,  )( 0tw ,  ),( ftw  amax  (8) 
 
 We define here internal optimality of the model 
matching problem as the property of  a(t ), the input 
signal of the real Plant P(s), be an optimum control 
signal in the sense of the equations (7) and (8). That is, 
the value of J2 obtained by the solution of the 
optimization problem of equations (9) and (10) must be 
equal or less than J1. Besides, since the problem also 
includes time minimizing, the control signal must also 
be optimal in this sense. 
 

n
a

aaaJ  212min  (9) 
 

)(sP ,  )( 0tw ,  ),( ftw  amax  (10) 
 
 Note that typically P(s) ≠ N(s) and in general a(t) 
may not meet the requirements of internal optimality. 
That is, from the viewpoint of the real plant, the model 
matching structure can not preserve the optimality 
produced by Puglia, Leonardi and Ackermann (2011) 
since he applied the control to a plant P(s) = N(s). 
 Thus, it is defined here what we call external 
optimality. Since the transfer function y(s) to x(s) can 
match N(s) with a prescribed precision, so if we apply 
the optimal control signal  
 

 * *( )

t

u t a t dt    (11) 

 
to x(t), it sees a plant very close to N(s). Thus, the 
optimality of the original solution is preserved in an 
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approximate way. With this external point of view, both 
kinematics constraints and  control minimizing are 
aproximately preserved. 
 
2.4. Control Effort 
In the frequency domain it can be stated that the model 
matching problem is to find a compensator F(s) such 
that the absolute value of transfer function x(j) to 
e(j) = y(j)–y*(j) is below a certain prescribed value 
in the largest possible range of frequencies (Leonardi, 
2006). 
 For the system shown in Fig. 4, the following 
equations apply 
 

    )()()(1)()(1)()(
1

sxsNsFsPsFsPsy 
  (12) 

 
and  
 

    )()()(1)()(1)(
1

sxsNsFsPsFsu 
  (13) 

 
 Since it is considered here that N(s) is stable, 
stability of the system is determined solely by the 
closed loop which contains P(s) and F(s), wich is 
implicit assured once the performance is achieved. 
 Consider  > 0 (typically  << 1), a given number 
that expresses the desired precision associated to the 
model matching error in a certain range of frequencies, 
so that 
 

 )()( jxje . (14) 
 
 To ensure model matching we have the following 
sufficient condition, 
 






)()(
)()(

jNjP
jPjF


  (15) 

 
obtained from (12) to the typical case in which the loop 
gain and precision are respectively large, that is, for  
|F(j) P(j)| >> 1  and   << 1. This condition shows 
that the loop gain increases with either increasing the 
distance between P and N as the inverse of . 
 From equation (13) is immediate that 
 

    )()()()()(1)()()(
1

sxsPsNsFsPsFsxsu 
  (16) 

 
 Under approximate conditions given by  << 1 
and |F(j) P(j)| >> 1, then (16) leads to 
 

  )()()()()()( 1  jxjPjNjPjxju   , (17) 
 
From equation (17) it follows immediately that 
 

 )()()(
)(

)()(
1 




jPjNjP

jx

jxju



  (18) 

 

 This last equation shows that the relative increase 
in control effort is approximately the same as the 
relative difference between the plant and the reference 
model. Therefore, reference models that are distant 
from the plant model requires a high control effort to be 
followed. This is consistent with the condition (15) 
wich shows that the greater the distance between the 
plant and the reference model, the greater is the loop 
gain to ensure model matching.  
 
2.5. Robustness 
The modeling errors may be uncertainties in transfer 
function of the plant. However, classical margins of 
stability alone are unable to reveal the degree of 
robustness of a system because, even systems with 
favorable margins as [90º,  dB], may have its 
corresponding Nyquist diagram close to -1 + 0j, and 
therefore, are not robust (Da Cruz, 1996).  
 Model uncertainties can be classified as structured 
and unstructured. Unstructured uncertainties are usually 
associated to unmodeled parts of the plant that are 
frequency dependent such as negletec dynamics. The 
structured uncertainties are associated with parametric 
uncertainties such as the one in this work. 
 The main parametric uncertainty of the plant model 
(5) is the distance L from the load to the cart. in fact this 
uncertainty is intentional and represents the changes of 
L over time required during the maneuver. If the 
performance of the control system is robust to this 
variation Lmin ≤ L ≤ Lmax, the external optimality is 
approximately preserved. 
 This paper proposes to use the parametric 
optimization of the controller in order to include 
constraints, beyond the problem of robustness to the 
variation of L. The optimization is performed on a time 
range suitable for the maneuver and uses as a reference 
the optimal signal obtained by Puglia, Leonardi and 
Ackermann (2011), but using the model matching 
control structure of Fig. 3 or Fig. 4.  
 To incorporate the problem of robustness in the 
formulation of parametric optimization, the objective 
function  
 

2 2 2

1 2
0

[ ( ) ( ) ... ( )]
tf

mJ e t e t e t dt     (19) 

 
includes the sum of square of the matching error 
between each of the considered m real plant Pi(s), 
i = {1,.., m}, and the reference plant N(s). That is, the 
transfer function of each Pi(s) is considered here equal 
to N(s) but with a distinct value of L in the range of 
Lmin ≤ L ≤ Lmax. 
 Since in this parametric optimization problem we 
can easily add several type of constraints, any physical 
restriction of the problem are conveniently 
incorporated. It should be noted that limiting the control 
effort has been considered in generating the signals 
a*(t) and y*(t), however they were generated for the 
open loop and in the absence of modeling errors. By 
using the model matching to keep the trajectory y*(t), 
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there is no guarantee that the acceleration limit is still 
respected. Therefore, this restriction should be used 
again, now in the design of closed loop controller. 
 
2.6. Controller Selection  
Since the nominal plant model is open loop stable a 
wide class of controllers are candidate for the 
optimization problem. Although a purely proportional 
controller can stabilize the closed loop, it causes 
excessive noise amplification since the transfer function 
of the plant is just proper.  
 To allow attenuation for high frequency noise, the 
transfer function of the controller must be strictly 
proper. Thus, a good choice for the controller to this 
problem may be one with purely integral action.  
 The controller design methodology for robust 
model matching has been applied and the controller 
obtained has the following transfer function.  
 

12
( )F s

s
  (20) 

 
3. RESULTS 
The results presented in this section refer to the 
application of the robust model matching control using 
the controller of the equation (20) to a lab scale plant. 
The optimal signal was generated for a maneuver 
problem in minimum time and minimum control effort 
in a manner similar to the one that was obtained by 
Puglia, Leonardi and Ackermann (2011). The optimal 
control signal takes the pendulum from rest to the other 
end, away 0.25m from the start, also arriving at rest. 
 
3.1. Testing Apparatus 
The pendulum of the testing apparatus (see Fig. 6) 
consists of a 0.215kg mass connected to the cart by a 
rod. The mass can be fixed on the rod at different 
distances from the cart.  
 

 
 Figure 6: Bytronic Lab Equipment. 

  
The cart driver has a built in position control with 
tachometer compensation, as indicated in Fig. 7. Since 
that control system is quite precise over the frequency 
range that matters in this problem, its dynamics can be 
reasonably neglected and thus the cart position is 
considered the manipulated variable as it was admitted 
in the methodology section.  

 
Figure 7: Schematic Diagram of the Equipment. 

 
The robust controller used in this application has only 
an integral action. He was selected to be extremely 
simple and yet provide good robustness to parametric 
design, which in fact can be verified by the 
experimental results. 
 To implement the compensator it was used the 
Real-Time Target Windows™ (Mathworks, 2012) 

operating at a sampling frequency of 1KHz, the same 
rate used in the generation of the signals a*(t) and y*(t). 
  
3.2. Experimental Results 
The controller design was done by considering the 
variation in the length of the pendulum in the range 
0.15 m  L  0.25 m, and being 0.25m the nominal 
reference value. That is, the reference plant is 
 

2

2

( )

( ) 0,25 9.81

Y s s

X s s



 (21) 

 
 The plots of Fig. 8 show the performance in time 
domain obtained with the controller. The maneuver 
begins at t = 0 s and ends at tf = 1.3 s. 
 The value of the length L in the reference model 
was kept fixed at L = 0.25 m and the L values of real 
equipment were changed within the range considered. 
Fig. 8 shows the worst case where the real length 
Lreal = 0.15 m is most distant from the nominal 
L = 0.25 m. The figure contains two sets of plots. The 
first (a) shows the optimum position u* (red) and the 
experimental value of u position (blue). Note that since 
the position is the manipulated variable of the control 
system, deviations of u from the value u* represent the 
extra effort the control system needs to spend to 
perform the match.  
 In the second set of plots (b) it is shown the 
experimental angle (blue) that is expected to be close to 
the reference angle (red). To complete the analysis, it is 
also shown the angle behavior if the system is operating 
without control (black). 
 It can be seen that the integral controller, in fact, 
provides a robust performance to the control system. 
This is true since both the optimal control signal 
(position) and the optimal trajectory (angle), are close to 
their reference values even for huge variations of L. 
 In particular, note that in all plots the final cart 
position and the final angular position were achieved 
with small error. 
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Figure 8: Performance of the Integral Controller for 
Lreal = 0.15m. 

 
 The system begins at rest and reaches its 
destination in 1.3 s. It is clear from the plots that system 
remains at rest after 1.3 s 
 For the sake of comparison we also designed the 
controller using the H2 mixed sensitivity. The 
performance perceived is similar, but the resulting 
compensator is of order 5th with two extra resonances 
to the loop which might be undesirable. 
 
4. CONCLUSIONS 
This paper discusses the use of a model matching 
structure for closed loop control of the optimal 
trajectory of a crane. We discussed the design of the 
compensator to reduce the problems related to 
parametric uncertainties of the plant, thus preserving the 
optimality of the initial solution. The project was 
conducted by means of parametric optimization of the 
compensator and the objective function includes the 
matching error of a number of plants with different 
values of the pendulum length. 
  The practical results were obtained applying the 
methodology to a cart-pendulum lab scale equipment. It 
was found that the designed controller gives robust 
performance even for a large parametric Plant variation 
as expected during the design. 
 The overall methodology was developed for a 
dedicated application. However, it might be applied for 
linear systems with few uncertain parameters and for 
modeling errors below 100%.  
 As a proposal for extending this work the following 
investigations are suggested. 
 This study did not investigate the problem of 
rejecting external disturbances caused, for instance, by 
wind. Adding a disturbance input to the model matching 
structure we obtain a control law that has two degrees of 
freedom. That is, it is possible to tune the robust 
controller in order to balance between the requirement 
to follow the reference signal and to reject the 
disturbance. A current research is examining this issue 

to propose a design methodology that takes this into 
consideration.  
 This study also did not investigate the problem of 
sensitivity of the response in the face of measurement 
noise and possible offset in its calibration. The 
mentioned above research is also investigating how the 
control structure can be altered to minimize this effect, 
mainly the one from residual offset. The investigation 
also includes the definition of artificial measurable 
variables and how the optimal control trajectory of the 
crane needs to be modified to do so. Preliminary results 
show that it is possible to find necessary and sufficient 
conditions for this mapping. 
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ABSTRACT 
In this paper a method for fault diagnosis in quadrotor 
helicopter is presented. The proposed approach is 
composed of two stages. The first stage is the modelling 
of the system attitude dynamics taking into account the 
induced communication constraints. Then a robust fault 
detection and evaluation scheme is proposed using a 
post-filter designed under a particular design objective. 
This approach is compared with previous results based 
on the standard Kalman filter and gives better results for 
sensors fault diagnosis. 

 
Keywords: Networked control systems, Diagnosis, 
generation residual, evaluation residual, Quadrator 
helicopter. 

 
1. INTRODUCTION 
Unmanned Aerial Vehicles (UAV) are receiving a great 
deal of attention during the last few years due to their 
high performance in several applications such as search 
and critical missions, surveillance tasks, geographic 
studies and various military and security applications. 
As an example of UAV systems, the quadrotor 
helicopter is relatively a simple, affordable and easy to 
fly system and thus it has been widely used to develop, 
implement and test-fly methods in control, fault 
diagnosis, fault tolerant control as well as multi-agent 
based technologies in formation flight. Navigation and 
guidance algorithms may be embedded on the onboard 
flight microcomputer/microcontroller or with the 
interference by a ground wirelesses/wired controller in 
others cases. In our setting the quadrotor is controlled 
over real time communication network with time-
varying delays and therefore is considered as a 
Networked control system (NCS). In general NCS is 
composed of a large number of interconnected devices 
(system nodes) that exchange data through 
communication network. Recent research on NCS has 
received considerably attention in the automatic control 
community (Zhang, et al., 01; Tipsuwan and Chow, 03; 
Huajing et al., 07; Mirkin and Palmor, 05; Hespanha, et 
al., 07; Richard, 03). The major focus of the research 
activities are on system performance analysis regarding 
the technical properties of the network and on the 
controller design schemes for NCS.  

However, the introduction of communication networks 
in the control loops makes the analysis and synthesis of 
NCS complex. There are several network-induced 
effects that arise when dealing with the NCS, such as 
time-delays (Niculescu, 00; Nilsson, et al., 98; Pan, et 
al., 06; Schollig, et al., 07; Dritsas, and Tzes, 07; Yi, et 
al., 06; Zhang, et al., 05; Behrooz, et al.,08), packet 
losses (Xiong, and Lam, 06; Sahebsara, et al., 07; Yu, et 
al., 04; Li, et al., 06) and quantization problems 
(Goodwin , et al., 04; Montestruque and Antsaklis, 07; 
Frank and Ding, 97). Because of the inherent 
complexity of such systems, the control issues of NCS 
have attracted attention of many researchers, particulary 
taking into account network-induced effects. Typical 
application of these systems ranges over various fields, 
such as automotive, mobile robotics, advanced aircraft. 

The fault diagnosis has become an important 
subject in modern control theory (Frank and Ding, 97; 
Gertler, 98; Isermann, 06; Stoustrup, and Zhou, 08; 
Basseville, and Nikiforov, 93). The study of fault 
detection (FD) in NCS is a new research topic, which 
gained more attention in the past years. For instance, the 
results in (Sauter and Boukhobza, 06; Sauter, et al., 07 ; 
Llanos, et al., 07; Chabir, et al., 08; Chabir, et al., 09; 
Chabir, et al., 10;  Al-Salami, et al., 08) are focus on 
networked-induced delays. The problem studied in 
(Zhang, et al., 04; Wang, et al., 06) is the analysis and 
design of FD systems in case of missing measurements. 
The fault detectability and isolability in NCS have been 
discussed in (Sauter, et al., 09; Chabir, et al., 09). The 
fault tolerant structure is studied in (Ding and Zhang, 
07 ; Patton, et al., 07; Kambhampati, et al., 06). 

Delays are known to degrade drastically the 
performances of a control systems, for this reason, 
many works aimed at reducucing the effects of induced 
network delays on NCS (Tipsuwan and Chow, 03; Yu, 
et al., 04; Li, et al., 06; Goodwin , et al., 04). In the 
majority of the studies concerning the stabilization of 
networked control systems, the delay is considered to be 
constant (Schollig, et al., 07) or bounded (Dritsas, and 
Tzes, 07), but the dynamics of the delay corresponding 
to the characterization of the network is not taken into 
account in general. Thus, it is interesting to estimate the 
delay, in order to generate an optimal control, as well as 
algorithms of faults detection that take into account the 
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network characteristics. One approach is to consider the 
delay as a Markov chain (Yi, et al., 06; Zhang, et al., 
05). In order to predict such a random delay, artificial 
neural networks can be used (Zhang, et al., 05). 
However, such a methods are considered to be not 
suitable for real time implementation (Behrooz, et 
al.,08). 

The objective in this study is diagnosis of 

quadrotor attitude sensors fault under variable 

transmission delay. First, attitude dynamics model 
taking into account the variables transmission delay is 
presented. Then we propose a robust residual generation 
and evaluation scheme using a post-filter that verify a 
particular design objective. This approach is compared 
with previous results based on the standard Kalman 
filter and gives better results for sensors fault diagnosis. 

The rest of the paper is organized as follows. In 

section 2, the quadrotor helicopter attitude dynamics is 

modeled and then controlled using LQR approach. 

Section 3, presents the first main result of this paper, 

which is related to the modeling of networked control 

systems. Finally, section 4 we present our second main 

result concerned with the residual generation and 

evaluation using an adaptive threshold. The paper is 

concluded in Section 5 

 
2. DESCRIPTION OF QUADROTOR 

HELICOPTER DYNAMICS 
The mini-helicopter under study has four fixed-pitch 
rotors mounted at the four ends of a simple cross frame 
Figure 1. The attitude is modeled with the Euler-angle 
representation which provides an easier expression for 
the linearized model. Moreover the Euler-angle 
representation is more intuitive. The inertial 
measurement unit model is given with the quaternion 
representation of the attitude. This choice is govern by 
the implementation of the attitude observer that will be 
easier with the quaternion parameterization of the 
attitude.  

 
Figure 1: The quadrator mini-helicopte.  

 
2.1. Quadrotor model 
The quadrotor is a small aerial vehicle controlled by the 
rotational speed of four blades, driven by four electric 
motors (3) A quadrotor is considered a VTOL vehicle 
(Vertical Take Off and Landing) able to hover. Two 
frames are considered to describe the dynamic 

equations: the inertial frame N(xn, yn, zn) and the body 
frame B(xb, yb, zb) attached to the UAV with its origin at 
the centre of mass of the vehicle. 

The quadrotor orientation can be parameterized by 
three rotation angles with respect to frame N: yaw (ψ), 

pitch (θ) and roll (Ф).   3 is the angular velocity of 
the quadrotor relative to N expressed in B. The 
quadrotor is controlled by independently varying the 
rotational speed mi, i = 1:4, of each electric motor. The 
force fi and the relative torque Qi produced by motor i 
are proportional to mi. 

2
i mif b   (1) 

2
i miQ k   (2) 

where k > 0, b > 0 are two parameters depending on the 
density of air, the radius, the shape, the pitch angle of 
the blade and other factors. 

 

 
Figure 2: Quadrator mini-helicopte configuration: the 
inertial frame N(xn, yn, zn) and the body frame B(xb, yb, 

zb). 
 
The three torques that constitute the control vector 

for the quadrotor are expressed in frame B as: 
 2 4a d f f     (3a) 

 1 3a d f f     (3b) 

1 3 2 4a Q Q Q Q       (3c) 
d represents the distance from one rotor to the centre of 
mass of the quadrotor. From Newton-Euler approach, 
the kinematics and dynamic equations of the quadrotor 
are: 

 , ,
T

M      (4) 

f f a aI I G          (5) 
where If  33 represents the constant inertial matrix 
expressed in B (supposed to be If = diag(Ifx,Ify,Ifz)) and 
  in (5) denotes the cross product. Matrix M is defined 
with 

1 tan sin tan cos

0 cos sin
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cos cos

x
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z
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

 
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 


 

  
      

     

 (6) 

The gyroscopic torques Ga due to the combination 
of the rotation of the quadrotor and the four rotors, are 
modeled as: 
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4 1

1
( )( 1)i

a r z mii
G I e 


    (7) 

Ir is the inertia of the so-called rotor (composed of the 
motor rotor itself, of the shape and of the gears). 
 

A linear control law that stabilizes around hover 
conditions the system described by the non-linear model 
(4) and (5) is established. Note that nonlinearities are 
second order, therefore it is reasonable to consider a 
linear approximation. From (4) and (5) and for hover 
condition ( 0     ), it comes: 

   1 2 3', ', ' , ,
TT

        (8) 
Then the dynamical model is obtained in terms of Euler 
angles 

'' ' '
fy fz a

fx fx

I I

I I




  
 

   
 

 (9a) 

'' ' ' afz fx

fy fy

I I

I I


  

 
  
 
 

 (9b) 

'' ' '
fx fy a

fz fz

I I

I I




  
 

   
 

 (9c) 

The gyroscopic torques Ga are not considered for the 
design of the control law. However, they will be 
considered in simulations in order to analyze the 
robustness features.  

 
2.2. Attitude control 
In this section, the linearized model of (4) and (5) is 
first derived. Then a control law is briefly summarized. 
Note that this paper is not dedicated to the 
determination of a particular control law (see for 
instance (Guerrero-Castellanos, et al., 07; Tayebi and 
McGilvray, 06). Therefore a LQ controller is 
implemented. In the third subsection, the estimation of 
the network induced delay with an Extended Kalman 
Filter is considered. This technique is then applied to 
the Network controlled quadrotor. Define the state 
variable: 

 , ', , ', , '
TTx         (10) 

The system (9) linearization around the hover 
conditions is: 
     x t Ax t Bu t    (11) 

where 

0

0

0

0 0

0 0

0 0

A

A A

A

 
 
 
 

, 
0 0

0 0

0 0

x

y

z

B

B B

B

 
 
 
 
 

, 0
0 1

0 0
A

 
  
 

 

and 0

1/i
fi

B
I

 
  
 

  (12) 

The attitude stabilization problem is to drive the 
quadrotor attitude from any initial condition to a desired 
constant orientation and maintain it thereafter. As a 
consequence, the angular velocity vector is also brought 
to zero and remains null once the desired attitude is 

reached, 0x  , t  . The discrete linear controller 
is given by 
   u kh Lx kh    (13) 

and the plant is modeled as: 
1k k kx x u     (14) 

satisfy the system dynamics constraints: 
1

00

N T T T
k d k k d k N Nk

J x Q x u R u x Q x



   
   (15) 

where: 
Ahe  , 

 1k h As

kh
e Bds


   , 

 1
( ) ( )

k h T
d kh

Q s Q s ds


   , and 

 
 1

( ) ( )
k h T

d kh
R s Q s R ds


     (16) 

where matrices Qd, Rd and Q0 are symmetric and 
positive definite. Furthermore, the following 
assumptions are done. 
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Figure 3: Quadrotor attitude  , ,    and reference. 
 
Assumption 1: The full state vector is available (angles 

and angular velocities). In practice, these variable 

states are obtained by merging the measurements of 

rate gyros, accelerometers and magnetometers using a 

dedicated attitude observer (Guerrero-Castellanos, et 
al., 07). 
Assumption 2: A periodic sampling is used. 

Assumption 3: The control signals remain constant 

between two updates. 

Proposition 1: Consider the quadrotor rotational 

dynamics described by (9). Then, the discrete control 

u   defined by: 

       

 

T

a a au kh kh kh kh

Lx kh

     
 

 

 (17) 

which satisfies (14) while minimizing (15) locally 
stabilizes the quadrotor at x = 0. 
Remark 1: The weighting matrices Qd and Rd are 
chosen in order to obtain a suitable transient response, 
while only feasible control signals are applied to the 
actuators. Then for a sampling time h = 0.01s the matrix 
gain is. 
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0.0352 0 0

0.0284 0 0

0 0.0352 0

0 0.0284 0

0 0 0.0352
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T

L

 
 
 
 

  
 
 
 
  

 (18) 

 
Here we simply present some results of the drone 

attitude simulation with a variable step response (Figure 
3) and the LQ controller signal (Figure 4) 
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Figure 4: Control signal.  

 
3. NCS MODEL AND TRANSFORMATION 
 

Induced time delays in networked controlled 
systems can become a source of instability and 
degradation of control performance (Yi, et al., 06; 
Zhang, et al., 05; Behrooz, et al., 08; Xiong and Lam, 
06; Sahebsara, el al., 07). When the system is controlled 
over a network, we have to take into account the sensor 
to controller delays and controller to actuator delays. 
Note that delays, in general, cannot be considered as 
constant and known. Network induced delays may vary, 
depending on the network traffic, medium access 
protocol and the hardware. 

 
Assumption 4. For data acquisition it is supposed that 

the sensor is time-driven and the sampling period is 

denoted by h. Both the controller and the actuator are 

event-driven. We mean that calculation of the new 

control or actuator signal is started as soon as the new 

control or actuator information arrives as illustrated in 

Fig. 5 

 
Assumption 5. The unknown time-varying network 

induced delay at time step k is denoted by kτ  and 

sc ca
k k k
τ τ + τ  is smaller than one sampling period 

τk h , 
sc
k
τ  and 

ca
k
τ  are the sensor-to-controller 

delay and the controller-to-actuator delay, respectively. 

There is no packet dropout in the networks. 

 
Thus, the control input (zero-order hold assumed) 

over a sampling interval [kh, (k + 1)h] is: 

1, ,
¨

, , 1

k k

t

k k

u t kh kh
u

u t kh k h
 (19) 

Let us first assume that the residual generation and 
evaluation algorithms are executed instantaneously at 
every sampling period k. Based on this assumption, if 
the control input is kept constant over each sampling 
interval h, and if we consider that fault inputs present 
slow dynamics, the discrete time system can be 
described by: 

1 0, 1, 1k kk k k k

k k

x x u u

y Cx

     




 (20) 

where 

0, 1,0
,k

k k k

h hAs As

h
e Bds e Bds


  




      (21) 

Like 
k k

h

0,τ 1,τ

0

Γ= Bds = Γ +ΓAse  thus 

k k0,τ 1,τΓ =Γ-Γ   (22) 
 

 
Figure 5: Timing diagram for data communication.  

 
According to the property of definite integral, If we 
introduce the control increment 1k k ku u u     , let 
the plant (20) with unknown disturbance vector, kd and 
fault vector, kf  which must be detected, is described 
by: 

1 1, kk k k k x k x k

k k y k y k

x x u u d f

y Cx d f

       


  

 

  (23) 

where q
kf   the fault vector and q

td  the noise 
vector. 
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sc
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Suppose that the matrix A is called diagonalizable if P 
is invertible 

 -1 -1
1A = P P P , , Pndiag     (24) 

where 1, , n   are eigenvalues of matrix A, then there 
is: 

 1 1 1

1

1

1
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!

1
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t

e I At A t
n
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P I t t P
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 
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 
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 (25) 

Then, with (23), we have that: 
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  (26) 
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  (27) 
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  (29) 
where 
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According to (29) the model of Eq. (23) can also be 
rewritten as : 

1

, k

k k k k

k x k x k

k k y k y k

x x u u

d d f

y Cx d f


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 (30) 
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k      u ,

ka
k

k

u

u

 
  

 
 

,,      
a

x kx k
 0   

 
a
y y  and 

,

ka
k

k

d
d

d

 
  
 

 we get: 

1 ,
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x x d f
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 (31) 

Assuring the robustness of residual generators in 
practical situations against inevitable unknown input 
disturbances is commonly recognized as the main 
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design problem for FDI schemes. In the case of 
structured types of uncertainties, the current literature 
proposes a variety of solutions for achieving robustness, 
see for instance (Chen and Patton, 99; Ding, 08). In the 
next section FDI is revisited, considering network 
effects. 

Model based Fault detection relies on the 
generation of a residual which must be sensitive to 
failures and able to distinguish failures from other 
unknown disturbance inputs. The design must ensure 
that residuals are closed to zero in fault free situations 
while clearly deviating from zero in the presence of 
faults. In a first attempt, the idea is to consider a 
residual generator based on the state observer. 

 1ˆ ˆ ˆu

ˆ ˆ

a a
k k k kk k

k k

x x L y y

y Cx


     




 (32) 

and the residual generator: 
 ˆk k kr T y y    (33) 

where T  and L  are matrices that are designed in order 
to fulfill fault detection and isolation requirements. 
From (32) and (33), the estimation error ˆk k kx x    
and the output of the filter propagate as: 

 
 

1 ,
( )      

   

a a a
k k yx k k

x y k

LC L d

L f

 
 (34) 

where LC  is a stable matrix, and L has to ensure a 
best estimate of the process states. It results that 
lim 0


k
t

 , which leads (after  z-transformation) to  
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     

a a a a
z y yx k k

x y y k

r T C zI LC L d

T C zI LC L f

 

  (35) 
The observer gain matrix L  and T  are 

determined such that the following requirements are 
guaranteed 

1. Asymptotic stability under fault free conditions 
(i.e. 0kf  ); 

2. Minimization of disturbance effects; 
3. Maximization of fault effects; 
 
Perfect fault detection, which means perfect 

decoupling from unknown inputs with: 

    1
,

0


     a a a a
y yx k k

T C zI LC L d  

  (36a) 

    1
0


     x y y kT C zI LC L f  

  (36b) 
 
Actually, there are various approaches (Gertler, 98; 

Chen and Patton, 99; Frank and Ding, 97; Ding, 08) to 
determine the gain matrices L and T, but we do not 
discuss this topic in the paper. If, it is now supposed 
that the system is controlled over a network, then we 

have to take into account the sensor to controller delays 
and controller to actuator delays. 
 

For illustration purpose we consider a simulation 
of the system described by equations (11). It is 
supposed that the FD system based on the standard 
Kalman filtering is connected to the plant via a network.  

In the simulations, the network delay is supposed 
to be Gaussian variable, the fault associated to the first 
attitude sensor “  : Roll” occurs at time instant k= 
1000 and the fault associated to the second attitude 
sensor “ : Yaw” occurs at time k= 1500. 
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Figure 6: Residuals generation by standard kalman filter 
(IJAAC). 
 

Result shown before doesn’t allow (Fig.6.) to 
distinguish between the fault and the network variable 
delay effects. Hence, it appears that the robustness of 
the fault diagnosis system against network induced 
delays depend on the amplitude of the unknown 
term , ,k kd . 

Assuring the robustness of residual generators in 
practical situations against inevitable unknown input 
disturbances is commonly recognized as the main 
design problem for FDI schemes. In the case of 
structured types of uncertainties, the current literature 
proposes a variety of solutions for achieving robustness 
(Chen and Patton, 99; Ding, 08). In the next section FDI 
is revisited, considering network effects. 

 
4. ROBUST RESIDUAL GENERATION AND 

EVALUATION 
 
The objective of fault diagnosis is to perform two main 
decision tasks (Frank and Ding, 97): fault detection, 
consisting of deciding whether or not a fault has 
occurred, and fault isolation, consisting of deciding 
which element of the system has failed. The general 
procedure comprises the following two steps: 

 
 Residual generation: the process of associating, 

with the pair model-observation, features that 
allow evaluating the difference with respect to 
normal operating conditions. 
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 Residual evaluation: the process of comparing 
residuals to some predefined thresholds 
according to a test and at a stage where 
symptoms are produced. 

 
This implies designing residuals that are close to 

zero in fault-free situations while clearly deviating from 
zero in the presence of faults and that possess the ability 
to discriminate between all possible modes of faults, 
which explain the use of the term isolation. 

Therefore, the objective here is to design a residual 
generator similar to the one described by equation (31) 
which in addition is robust against network delays 
influence. Several approaches have been proposed in 
the literature (Wang et al., 06; Sauter and Boukhobza, 
06; Chabir, et al., 08) 
 
4.1. Residual generation 
A solution of the above mentioned problem towards the 
design of observer based residual generator will be 
derived. Under the following assumptions: 

 
  
 

k
k

k

x
z

e
  (37) 

The overall system dynamics, which includes the 
plant and the residual generator, can be expressed as 

1 ,u d
    
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It is assumed that the plant is mean square stable. 
Since the observer gain matrix L has no influence on the 
system in (38). The overall system dynamics (plant + 
residual generator) is mean square stable. 

The post-filter T and the observer gain matrix L 
are the design parameters for the residual generator. The 
main objective of the design of the residual generator is 
to improve the sensitivity of the FD system to faults 
while keeping robustness against disturbances. Thus, 
the selection of the design parameters L, T can be 
formulated as an optimization problem such as: 

,
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where 

 
1

,


     rd a
z k x yG TC zI A LC T  (40a) 

 
1

     rf
z x yG TC zI A LC T  (40b) 

 

4.2. Residual evaluation 
The second step of the fault detection procedure is to 
evaluate the residual. Residual evaluation is an 
important step of model based FD approach, i.e. see for 
instance in (Ding, 08). This stage includes a calculation 
of the residual evaluation function and a determination 
of detection threshold. The decision for successful fault 
detection is finally made based on the comparison 
between the results obtained from the residual 
evaluation function and the determined threshold. 

The following residual evaluation function is 
proposed : 

2,
1 1

1 1
T

N N
e

k k k i k iN
i i

J r r r
N N

 
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   
    
   
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Where N is the length of the evaluation window. The 
variance of the residual signal can be expressed as: 

    T
rk k k k kr r r r      (31) 

Under the assumption that the unknown input and 
control input are 

2L - bounded, the following theorem is 
given: 
 
Theorem 1: 
Given system (14) and the constants

1 20, 0   . The 

following equation holds true: 
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If there exist 0P  so that: 
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and 

, k is calculated for  max  u u . 
The proof is similar to the one mentioned in (Al-

Salami, et al., 08), hence it is omitted. Note that  ku is 
set to the allowed upper bound of the control input 

 max u . 
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The threshold can set as : th
Nk
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Where rksup  

   
k

T T
1 d,2 j 2 d, kj k

j 0

u u u u


 
             
 
 

  

where  ,2 ,
0

,
k

T T
d j j d k k

j

v v v v  


  . 

are the 2 ,L L  of the unknown input, respectively, and 
0 1N   is a constant value depends on the length of 
the evaluation window N . 

The parameters 1 2,   are some constants which 
represents the bounds of the variance of the residual 
signal. 

Note that because the residual signal is a white 
noise process, the threshold will depends on the 
statistical part of it (which means the variance of 
residual signal). 

After the determination of a threshold, a decision 
has to performed, if a fault occurs. The Decision logic 
for the FD system can be defined as follows: 

e th
k k

J J    fault 

e th
k k

J J    no fault 

The threshold ( )thJ k  is adaptive and is influenced 
from ku , which has to be calculated online. 

In the next section simulations are performed in 
order to validate the results of the proposed residual 
evaluator. 
 

0 500 1000 1500 2000 2500
0

0.2

0.4

R
o
ll 

°

time instants 

Residuals evolution

 

 
evaluated residual

adaptive threshold

0 500 1000 1500 2000 2500

0

0.05

0.1

P
it
c
h
 °

time instants 

0 500 1000 1500 2000 2500
0

0.2

0.4

time instants 

Y
a
w

 °

 
Figure 7: Evaluated residual.  

 
The upper bounds on the unknown inputs 

are ,2 ,0.15, 0.28 d d  . The length of the evaluation 
window is set to 50 and N

is set to 0.3. The parameters 
of the Threshold (bounds on the variance of residual) 
are computed as 1 20.0058, 0.05   . The threshold 
is then to determine (adaptive) on-line during the 
simulation. 

 From the result shown (fig. 7.) it is clear that the 
adaptive threshold allows fault detection and the likcly-
hood of the false alarm rate is extremely minimized. 
 

 
5. CONCLUSIONS 
 
In this paper the residual generation and evaluation 
issue is presented within the framework of networked 
control systems. The problems, addressed in this paper, 
are (i) robustness against network delays as well as 
noise (ii) reducing the false alarm rate. In this context, a 
quadrotor attitude sensors fault is detected by a post-
filter and compared to an adaptive threshold. That 
considers the variation of control inputs as well as 
unknown inputs. The problem of threshold design is 
established in terms of linear matrix inequalities. 
Validation results show the effectiveness of the 
obtained results. 
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ABSTRACT 
The society’s acknowledgement of the importance of 
Earth’s water resources has been significantly enhanced 
over the last decades, in the 1990s and 2000s. The 
populational growth and the environmental degradation 
make the efficient management of water resources even 
more vital for humanity. This article presents a new 
systematic proposal comprising the use of automation 
technology in order to allow significant efficiency gains 
in harnessing, treatment, reservation, distribution, 
collection and management of water resources and thus 
to contribute towards a sustainable development. The 
proposed system is nominated Automated Management 
Integrated System of Intelligent Sanitation (Sistema 

Integrado da Gestão Automatizada de Saneamento 

Inteligente - SIGASI). Consists of a hardware  and 
software architecture that integrate the Expert Systems 
(Artificial Intelligence) and the Supervisory Systems, in 
actual operation time. The system was virtually validated 
with tests based on parameters of an actual Water 
Pumping Station (WPS). The test methodology, the 
virtual treatment station simulation system and the 
automation system, the hardware and software 
architecture and the gains obtained in the tests are also 
shown in this article. 

 
Keywords: Automation, Management, Water Resources, 
Sustainability, Expert System, Artificial Intelligence  

 
1. INTRODUCTION 

 
Water is not only an essential element for life, but a 

factor of major importance in the processes of social and 
economic development, increasingly taking an essential 
role in humanity’s sustainable development. It is 
notorious and evident that the concern with water or its 
shortage has brought, to an increasing extent, challenges 
to different societies and Government bodies. However, 
the issue includes more than the existence of water 
resources, it embraces their use and supply systems, 
which are required to meet the needs related to people’s 

general health and the economic and sustainable 
development (Tsutiya 2004). 

 

1.1. Need of a Better Management of Water 
Resources 

 
The use of water for different purposes has been 
expanded due to the intensification of human and 
economic activities and populational growth (Brandão 
2003; Tsutiya 2004). Thus, during times in which the 
development process rate runs faster, there is an increase 
of the basic resources demand, including water. This was 
noted in some regions of the world, during the second 
half of the last century. Therewith, the management of 
water resources also grew more important and complex, 
benefiting from systems analysis theories and practices 
and operational researches since the end of the Second 
World War (Brandão 2003). Afirming that the sanitation 
system in Brazil is the context for which this article is 
headed, it becomes necessary to show a few  
macrodeficiencies in this segment’s infrastructure, which 
may aid sustainable growth if minimized and help a 
more efficient management style, for example: 
 

a. The absence of a device establishing the 
monitoring and encouragement of performance 
enhancements in the losses reduction in Brazillian water 
supply systems. According to Tsutiya (2004), the losses 
measured through the ratio between invoiced volumes 
and the volumes available for distribution were 40.6% of 
the national average value. Also in 2001, the State 
companies recorded an average income loss of 40.4%. 
(IWA 2002) In 2007 and 2008, this value was 
respectively 39.1% and 37.4%, according to a National 
System for Information report about Sanitation (Sistema 

Nacional de Informações sobre Saneamento – SNIS). 
The physical losses, represented by leakages in the 
distribution networks, have had serious consequences in 
the company’s business performance. Since the lost 
water is not billed, they represent greater production 
costs and greater expenses with electrical energy and 
chemical products for water treatment, which end up 
being incorporated into the rates. Internationally, on 
average, Asia shows an overall loss of about 42% in its 
water systems, compared with 39% in Africa, 15% in 
North America, and 42% in Latin America and the 
Caribbean (WHO-UNICEF 2000). For example, the city 
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of Delhi, India, showed a water loss rate of 53%, while 
the city of Tokyo, Japan, a country whose cities have the 
lowest water loss rates in the world, had an average loss 
of only 4.5%. In case of New York City, in the United 
States, the water loss indicator in the system suggests a 
water loss of 30%. 

b. Ineffective operationalization of sanitation 
systems, which must be optimized through the use of 
more rational techniques and scientific work, possibly 
through partnerships with Universities. One clear 
example of optimization would be paying close attention 
to the electric power consumption issue in the sanitation 
cycle and making it more efficient, as electric power is 
the most significant element of the sanitation cost in 
Brazil, usuallyusually second only to payroll. For 
example, by using the data released by São Paulo 
Sanitation Company (Companhia de Saneamento Básico 

do Estado de São Paulo – SABESP) (2010), one can 
notice that in 2010 the kilowatt-hours/m³ number 
indicator in the water production process was 0.613 
kWh/m³, with a consumption of 1,810,291,074 kWh and 
a produced volume of 2,952,386,248 m3, providing a 
unit cost per kilowatt-hour of 0.13 (US$/kWh). In the 
sewage treatment process, the indicator came to 0.411 
kWh/m³, with a consumption of 320,942,186 kWh, a 
treated volume of 780,950,895 m³ and a unit cost of 0.14 
(US$/kWh). 

c. Need for optimization in the use of chemical 
products used in the water and sewage system, through 
efficient and automated control, as these products have a 
direct effect on the water bill. 
 d. Need for processes automation, using Automation 
Technology, associated to  intelligent system, as a tool to 
improve the management of water resources – which is 
the main purpose of this article. 

 
1.2. Justification and Purpose of this Article  

 
Currently, there are three main weak points in the 
operational models for water resources management. 
These are: 

 
a. In order to carry out the management and 

control of sanitation subsystems, most managers and 
supervisors, known as sanitation managers, use a 
conventional management model in which the data is 
treated in sequential manner, which means that they 
issue a final result and process a certain volume of data 
in a repetitive way to solve a problem. This model may 
not perform more efficient and optimized actions such as 
the automatic systematization of knowledge through 
rules and procedures, to allow better decision-making, as 
well as the systematic standardization of knowledge 
between the different sanitation managers; 

b. The sanitation manager action occurs at the 
third level of the theoretical model in the automation 
pyramid (Durkin 1994; Webb, J.K 1992). This level 
operates the Supervisory System, which receives 
information from controlling devices such as 
Programmable Logic Controllers (PLC), frequency 

inverters, control valves, etc. This system executes 
several vital functions within an automated process and 
also operates as an interface between Human Machine 
Interface (HMI), with operators and managers, enabling 
them to analyze, diagnose, infer and make decisions 
during the process. The managers and operators spend a 
lot of their working time operating the Supervisory 
System. This operation is usually executed by several 
managers in many subsystems of the sanitation cycle. 
According to the general automation theory (Andrade 
2001), the action of human beings in an automated 
process is considered a manual action, and it is thus 
subject to all kinds of occurrences arising from non-
automated processes; 

c. The procedures involved in the sanitation cycle 
are usually known to the people responsible, but as a 
rule, this knowledge tends not to be fully systematized. 
Hence, the use of knowledge of the managers of the 
subsystems is not always done in an assertive and 
efficient manner, in the automation systems. Other 
factors such as restructuring of the functional workforce 
and retirements have meant that the knowledge 
accumulated by operators and sanitation managers tends 
to be lost, leading to costs resulting from undue 
operation and new training for replacement labor. Even 
making an effort for training, this is usually not enough 
to make sure of the full transmission of knowledge as 
acquired by the managers over the years. 
The shortcomings mentioned in management of 
Brazilian sanitation system show the need to develop an 
efficient methodology which is able to ensure the 
preservation of the knowledge held by those responsible 
for the function and operation of the sanitation 
subsystems and also to optimize the operation routines. 
For this, the use of Knowledge Engineering and Expert 
Systems at the third level of the theoretical model of the 
automation pyramid, more specifically at the base of 
supervisory systems, comes as an alternative to the 
methods currently used by the managers of the sanitation 
system in Brazil. Figure 1 shows the proposal made by 
this methodology. 
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 Figure 1. Proposal for Sanitation Cycle Management 

Methodology 
 

Figure 1 shows the actions of the system operator, as 
well as the actions of the Expert System, working to 
promote the integrated management of the sanitation 
cycle. Here we see that this activity may occur mainly in 
the three lowest levels of automation period, according 
to the following cycle: 

a. The operator perceives the process information 
in S.S. through his or her senses; 

b. The operator then uses the capacities of his or 
her brain for data analysis and interpretation, making 
decisions or not; 

c. After the decision, the operator changes the 
operating parameters, which can range from 
maintenance help and diagnosis (Level 1), verification of 
logic of operation (Level 2) or mainly direct operation of 
the S.S. (Level 3). 

d. The Expert System operates in real time with 
the S.S. base to provide guidance to and/or automate the 
functions executed by the sanitation system operators, 
through rules and procedures stored on the Expert 
System database. 
 

As proposed, this methodology allows two different 
methods of operation and management: 
 

a. Operate as total or partial substitute, in the 
sanitation cycles in decisive processes; 

b. Operate in real time, as a counselor to the 
managers and operators, in the sanitation process. 
Thus, according to the operational skill of the 
Supervisory Systems and the capacity to deal with the 
knowledge of the Expert Systems, the union of 
architecture of hardware and the architecture of the 
software packages, in this article, makes it feasible to 
help or even automate the decision making in the 
sanitation cycle operation and management. Thus, the 
objective of this study is to develop an integrated 
management model, which uses an Expert System and 

which could give guidance automatically to the operator 
in the sanitation cycle management, if implemented. 
This proposed architecture, in this article is known as the 
Integrated System for the Automated Management of 
Intelligent Sanitation (Sistema Integrado da Gestão 

Automatizada de Saneamento Inteligente – “SIGASI”). 
 
2. AUTOMATION IN SANITATION SYSTEMS 

 
The automation in systems for water supply and sanitary 
drains consists of collecting, concentrating and 
processing of the process information with the use of 
Information Technology (Souza 2011). Based on the 
obtained results, the automation systems act in an 
autonomous manner on the states and the variables in the 
process to obtain the results as desired. Figure 2 shows 
the process of data collection and activities in the 
Sanitation system. 

 
Processes 
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Process
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process data
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information 
about the 
process
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Acts on States and 
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1) Improves the quality of the process; 

2) Makes it possible to have methodological 
collection of data; 

3) Makes it possible to establish 
methodology and parameters for Sanitation 
Management 

Get Specified 
Result

Figure 2. Automatic Process for Data Collection in the 
Sanitation System 

Figure 3 shows the subprocesses of the sanitation cycle. 
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Figure 3 shows that the sanitation cycle involves all the 
water treatment stations, sewage treatment stations, 
water Pumping  stations, reservoirs and all sources of 
water resources; thus, the number of communication 
points involved (data exchange between field signals and 
controllers – tags, as they are known in technical and 
commercial literature) is highly significant. This requires 
an enhancement of the automation systems to meet the 
need for the organizations to carry out a global 
management of their processes. 
The greatest complexity of the automation process then 
requires that responsible parties have greater effort and 
skills to manage a high number of communication 
points. Exemplifying with data from the local water 
company (SABESP) which serves around 20 million 
people in São Paulo Metropolitan Area (Região 

Metropolitana de São Paulo - RMSP), including 27 
municipalities, in an urban sprawl of over 8,500 km² and 
which uses an Operational Control Centre (Centro de 

Controle Operacional – CCO), consisting of a 
supervisory system to monitor and control the water 
transport system in the RMSP: currently, its set of 
communication points consists of about fifteen thousand 
(15,000) tags. To meet the current needs and demand for 
automation, the same supervisory system is being 
adapted to control one hundred and fifty thousand 
(150,000) tags. 
The main reasons to justify the investments made in 
automation in the water supply system refer to the 
improvement of water treatment and distribution through 
real time monitoring and control, reduction of 
operational costs, through the management of electric 
power consumed and control of physical losses in the 
system. 
F. Mário (2001) explains that the concept of automation 
in water supply systems is very similar to what happens 
in the case of electrical system. In the same way that this 
segment can be divided into generation, transmission 
and energy distribution, the sanitation segment has water 
production, transport to  reservoirs, distribution to 
consumers, sewage collection and treatment. 
The automation of sanitation in many Brazilian 
companies is still an one-off occurrence. This is a 
consequence of the lack of planning and resources of 
water companies, which has continued for several 

decades. One obstacle faced for the adoption of 
automation in this segment is the geographical aspects, 
which have an influence on communication means. 
Normally, the remote units of monitoring and control are 
installed in locations where there is poor infrastructure 
of telecommunications or electric power, implying the 
use of alternative structure such as mobile phones, 
transmission by radio waves, frame relay and others. 

 
3. PROPOSAL OF HARDWARE AND 

SOFTWARE ARCHITECTURE  
 

The proposal of the development methodology of 
hardware and software architecture, as well as the 
operational methodology of SIGASI, are presented in 
this item. SIGASI is a new proposal for an automated 
methodology, which proposes an integration between 
Supervisory Systems and Expert Systems, seeking 
advances in the sanitation cycle management. Its 
macroarchitecture is presented in details, as well as the 
stages of their implementation through simulations in 
virtual tests, with the due results as obtained. 

Supervisory Systems (S.S) and Expert Systems (E.S) 
have capacities, which can be associated to promote the 
optimization of water resources management.  The 
Supervisory Services offer easy interpretation, 
flexibility, process structure, generation of income, 
scripts, information trackability and easy operation, 
while the Expert Systems represent a powerful tool to 
deal with knowledge. Due to this fact, SIGASI, in its 
architecture, integrates E.S. and S.S, to make the most of 
the conditions offered by the two systems. 
The methodology for development of SIGASI was based 
on the study by Andrade (2001), which drew up a 
software solution for operation, in real time (Laplante, P. 
A. 2004)., of Expert Systems with Supervisory Systems 
for industrial automation, known as the System for 
Integration Between Specialist and Supervisory Systems 
(Sistema de Integração Sistemas Especialistas e 

Supervisórios -(SISES). This new software became one 
of the models to be part of SIGASI. Figure 4 of this 
Article shows the macroarchitecture of SIGASI. 
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Figure 4 – Macroarchitecture of Hardware e Software of SIGASI  

 
 

 
As shown in Figure 4, the SIGASI comprises the 
following modules: 
 a. Module for Instrumentation and Automation of 
Sanitation (Módulo de Instrumentação e Automação do 

Saneamento – MIAS) (levels 1 and 2); 
 b. System for Sanitation Supervision and Control 
(Sistema de Supervisão e Controle do Saneamento – 
SSSC) (level 3); 
 c. System for Integration Between Specialist and 
Supervisory Systems (Sistema de Integração Sistema 

Especialista e Supervisório – SISES); 
 d. Expert System of Sanitation Management 
(Sistema Especialista e Gestão do Saneamento – 
SGES). 
 
The macroblock of the Sanitation Instrumentation and 
Automation Module (MIAS) conceptually comprises 
levels 1 and 2 of the automation pyramid module, 
which is part of Instrumentation and Controllers. 
The System for Sanitation Supervision and Control 
(SSSC) uses electronic supervision and uses data 
communication technologies and computer systems to 
concentrate all the information of a system, installation 
or set of installations in one single operating point. 
Through electronic supervision, one or more operators 
operate much equipment, distributed throughout a large 
area. This module also operates the Supervisory 
System, which receives information from control 
devices such as Programmable Logical Controllers, 

frequency inverters, control valves etc. Supervisory 
Systems have a tool for storage of the variables of 
greater relevance, regarding the production system. 
The System for Integration between Specialist and 
Supervisory Systems (SISES) is a computer tool or an 
environment for development of Expert Systems, which 
enables communication with the Supervisory Systems 
in real time. SISES consists of two macroblocks: 
Module of Interface with Supervisory Systems and the 
Module for Construction of Expert Systems.  
 
The Expert System of Sanitation Management (SGES) 
is a Expert System dedicated to operation with S.S. in 
real time and with the aim of helping and/or automating 
the taking of decisions in the management of the 
sanitation cycle. Figure 5 shows the macroarchitecture 
of the SGES. 

 

Expert System (E.S) 

Expert System  
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Figure 5. Basic Architecture of the Expert System 

Generated in the SGES 
 

As shown in figure 5, SGES includes the following 
features: 
 a. Knowledge Base: this is the information (facts 
and rules) used by a specialist, represented in computer 
form;  
 b. Base Editor: this is how Shell (specific 
software packages for drawing up of E.S.) allows the 
implementation of the desired bases; 
 c. Inference Machine: this is the part of E.S. 
responsible for deductions on the knowledge base; 

d. Communication Module: this is the part of E.S. 
that allows communication in real time with System for 
Sanitation Supervision and Control (SSSC). 

 
3.1. Stages for the Implementation and Validation of 

SIGASI 
  

As the first stage in a long and permanent project, the 
phases as defined for this article were the following: 
 a. Definition of Targets and Subprocesses to be 
monitored by SIGASI; 
 b. Development of Expert System: 
  b.1. Knowledge Management activity; 
  b,2. Preparation of Communication Base; 
  b.3. Preparation of Inference Machine; 
 c. Development and Implementation of Virtual 
SIGASI; 
 d. Definition of the methodology to validate 
SIGASI; 
 
3.2. Target and subprocess monitored by SIGASI 
In this article, we present the macrotargets defined to be 
simulated and monitored with the SIGASI proposal. 
These are: 

a. Reduction of expenses with electrical energy, 
through water pumping; 

b. Reduction of electricity consumption with the 
pumping of water; 

c. Reduction of water loss in the supply system, 
using intelligent systems; 

d. Optimization of the quantifiers of supplies for 
water production; 

e. Optimization and establishment of grounds for 
maintenance actions of Sanitation Cycle; 

f. Generation of database in real time. 
 

To simulate the rules and procedures used in a water 
supply system, first, a part of the subprocess was  
selected from a water supply system, where the water  
Pumping station (WPS) was monitored by SIGASI. 
According to Tsutiya (2004), Water Pumping Stations 
are defined as “sets of buildings, installations and 

equipment, intended to house, protect, operate, control 
and maintain the lifting sets (motorized pumps) which 
promote the pumping of the water”. 
 
3.3. Development of the Expert System  
For the implementation of the Expert System of 
Sanitation Management (SGES), there was the need to 
develop three basic phases: 

a. Knowledge Management Activities: this stage 
involved the development of knowledge engineering 
activities. In this phase, information was collected 
specialists, end users and operators of the system. The 
main target here was to acquire relevant information 
about the sanitation system operation. 

b. Knowledge Base Preparation:  this stage was 
the systematization of the information (facts and rules) 
which had been collected in the previous phase. Such 
information was used by the sanitation subprocesses 
specialist to solve a certain process problem, and is 
computationally represented on the E.S. The 
information is systematized in this phase so the system 
may help with decision-making during the sanitation 
system operation, whether performed by the operator or 
automatically. 

c. Inference Machine Preparation: this stage 
consisted of preparation of the inference machine, part 
of E.S. responsible for deductions on the knowledge 
base, as constructed in the previous stage of this article. 
Figure 6 shows the rule synthesis, which was prepared 
to reach the objectives of this article. 

 
 

SSSC 

SGES 
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Figure 6. Example of the Preparation of Rules for 

the Sanitation Process 
 

3.4. Development and Implementation of Virtual 
SIGASI 
  

This item presents the development and implementation 
of the practical application of SIGASI for the real 
sanitation system. This part of the article shows the 
development as well as the tests executed, making use 
of SGES generation tools, an E.S. capable of observing 
the variation of S.S. parameters in the sanitation system, 
and have an influence thereon in real time. This E.S. 
provides messages about the inferences resulting from 
the interaction with S.S. The SGES Module also allows 
the inferences lead to actions in S.S., to allow the 
operationality of SIGASI. For the compliance with this 
stage, a strategy was prepared, as shown in Figure 7 that 
follows. 

Start

Project of S.E. 
Developed at SGES

Test Strategies

Simulation

Satisfactory Analysis of 
Results

S.E. Completed

Yes

No

 
Figure 7. Strategies for the Preparation of E.S. in 

SGES 
 

3.4.1. Methodology for Validation of Virtual 
SIGASI 

 
SIGASI was validated through simulation. For this, 
there was the programming of the SGES module, which 
operated in a laboratory with a Supervisory System, 
where the variables of a sanitation process were then 
treated, according to the need to promote a simulated 
contingency. For the tests execution, a Programmable 
Logic Controllers - PLC, emulator was used, a 
supervisory system developed in a similar way to the 
current systems of a sanitation company. The main 
function of the PLC emulator is to feed the supervisory 
system data which, in turn, communicates with the E.S. 
in real time. Thus, by simulation, part of a sanitation 
system is virtually replicated. The macrostructure of this 
model’s virtual hardware is shown in Figure 8. 
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Figure 8. Macroarchitecture of the Virtual 

Hardware of SIGASI’s Validation Model 
 
In Figure 8, it should be noted that the field signals are 
virtual, which means they are generated by the process 
simulator. The emulator itself is not enough for 
simulation because it cannot reproduce the field 
responses; it needs the process simulator. The software 
used for the PLC emulator simulation and the process 
software was the RSLogix Emulate 500 software 
package made by Rockwell Software (2004), due to its 
technical features, which allow a simulation of complex 
processes, truthful to the reality of a process to be 
simulated. This software makes it possible to emulate 
PLCs  from Allen Bradley, from SLC (Small Logic 
Controller) family, based on the programs that shall be 
run on the real PLCs; in other words, it processes the 
ladder lines (Michel 1990) or the blocks of an SFC 
(Sequential Flow Chart) (Michel 1990). This emulator, 
just like the PLCs used by Allen Bradley, uses as data 
exchange mechanism the RSLinx communication 
software made by Rockwell (Rockwell 2004), which 
manages all data exchange, also being responsible for 
the exchange that occurs between PLCs and S.S. 
Between SISES and S.S. (RSView), the communication 

E.S. 

E.S. 

Expert. 

SGES 
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is made through two DLLs known as VCL objects; they 
are small programs typical of Windows package.  
 
3.4.2. SIGASI Validation Criteria 
 

To validate the SIGASI simulation tests, the following 
criteria have been adopted: 

 a. Global performance of the system: the system 
as a whole shall operate in a satisfactory way; 
 b. S.S. Performance: the S.S. shall not suffer a 
significant drop in performance; 
 c. Execution time: the time for E.S. to reach a 
conclusion cannot be dimensionally higher than the 
standardized times that human operators take to reach 
the same conclusions; 
 d. Compatibility: the E.S. cannot request such a 
volume of resources from the operational system 
(Windows) that has a negative effect on performance; 
 e. Assertiveness: E.S. has to reach the correct 
results. 

 
3.4.3. Tests and Performance Analysis of SIGASI  
During the tests phase, the correct results, as well as 
clear and objective messages that were supplied by 
SGES showed compliance with the objective of this 
study. SGES presented the conclusions about the 
actions that the operators should take in seconds, 
making them much faster than the usual times taken to 
make decisions, which are often considered in terms of 
minutes. The performance of the SGES was satisfactory 
in all testing criteria. Figure 9 shows an example of the 
message screens generated by SGES, during the tests on 
the hardware and on the software packages of SIGASI. 
 

The Maintenance Team shall close the General 
Valve to avoid a sudden increase in pressure

  OK

 
Figure 9. Example of a message screen generated 

by SGES in the process of automation test of water  
Pumping station (WPS) 

 
Note that the messages generated by SGES are obtained 
through heuristics, supplied by specialists in the 
sanitation process, which have been turned into rules in 
the SGES (see item 3.3). The message sent to the S.S. 
shall be recognized by the operator of the subprocess, 
through the “OK” button, to allow recognition of the 

contingency informed by SGES, as also for the 
operationality of E.S. itself. Another relevant 
confirmation to be stressed during SIGASI tests was the 
capacity of SGES to map, through a decision tree 
diagram, the sequence of how the operator came to a 
solution for a certain contingency of the sanitation 

process. Figure 10 shows an example of a decision tree, 
obtained during SIGASI simulation. 
 

 
Figure 10. Details of the decision tree as generated 

by SGES 
 

Notice that in Figure 10 the decision tree supplies the 
sequence of events (rules) and shows the way in which 
SGES came to the solution of a certain contingency in 
the sanitation process. This function of the SGES is 
very useful and important in the system operation, 
especially in processes with a significant number of 
tags, such as the sanitation cycle (see item 2). Surely, 
the human specialist would have great difficulty to 
describe, in systematic form, how he or she reached the 
solution of a certain problem. Thus, we can conclude 
that through this function of the SGES it is possible to 
systematize, over time, the taking of decisions in a 
certain contingency situation within the sanitation 
process, through procedures and rules. Thus, it is able to  
transfer the knowledge systematically to different 
operators, some of whom have even less information 
about sanitation subprocesses, as well as the register 
itself, of what was stored in theory and in practice by 
experienced professionals who are now close to 
retirement. 

 
4. CONCLUSIONS AND FUTURE RESEARCH 

 
This article presents the operational integration of a 
sanitation automation Supervisory System with the 
Expert System, thus bringing together the dynamic 
reality of the sanitation automation process and the 
knowledge acquired in E.S., in order to prepare the 
resulting system to make inferences on the sanitation 
cycle set and also execute actions in this set as 
mentioned. 
This methodology, using E.S., has a relative advantage 
when compared to conventional automation systems: 
the fact of allowing deliberate actions on decision-
making, in real time, about occurrences involving 
equipment of the sanitation program, which still, for 
some reason, are not inserted in the automation process. 
Through programmed rules and messages on E.S, 
screen, it is possible, for example, for the operator to 
receive guidance through E.S. method: “close the 
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entrance valve of a certain water supply system, due to 
excess pressure,  caused by power outages in the region. 
If this valve is not closed, then there can be significant 
damage to the tubing”. Even though the valve is not part 

of the automation system, it is still possible to establish 
actions through E.S. 
In short, the conclusion is that SIGASI brings 
significant technical and economic benefits compared to 
the management system currently used by managers of 
sanitation companies.  This enables, for example, 
greater grounds in taking maintenance actions, as well 
as greater response speed to the disturbances of the 
process, systematization of procedures used for 
decision-making, greater knowledge of specialists who 
are active in leading the subprocesses of the sanitation 
cycle and the automatic taking of decisions, in real time, 
including sectors as yet not automated. As this is a new 
methodology, this study can be easily replicated for 
other sanitation subprocesses. This new management 
methodology, as proposed for the sanitation segment, 
helps to improve automation and, thus, the management 
of water resources. 
As for the macrotargets defined (item 3.2), SIGASI has 
shown that they comply, in qualitative fashion, with all 
the six points as raised, mainly due to the fast 
identification of operational problems, which avoids 
significant waste in the productive sanitation process, 
both for water and supplies used in the production 
thereof, as also in the electricity consumption and 
respective expenses, incurred with the water pumping 
process. 
The SIGASI proposal is an opening for new lines of 
investigation in the field of sanitation management, 
water resources and environment, with the use of 
automation technology associated to intelligent systems. 
This article, on seeking a more efficient and optimized 
style of the sanitation cycle management, intends to 
expand the contribution so that the availability and use 
of water, one of the most important natural resources on 
the planet, may be done in a more rational manner, 
thereby improving the conditions for sustainability of 
human development. 
As possibilities of future enhancements of this work, we 
could mention: 
a. Continuity of research and implementation of 
SIGASI for the accurate quantification of the indicators 
as well as the relations mentioned in item 3.2 of this 
article; 
b. Improvement of H.M.I., making the operation even 
easier for the users; 
c. Research in new techniques of software packages 
to enhance the SISES; 
d. Implementation of the proposal of this research 
work in a sanitation unit, during a test period for 
validation, before managers and sanitation operators. 
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ABSTRACT 

The fluctuation of voltage is one of the important power 

quality events. Different methods have been proposed 

for estimating the voltage envelope, but the presence of 

noise is, in general, not considered. A method for 

estimating the envelope in presence of noise, based on 

the Hilbert transform and a low-pass filter, is presented. 

The results obtained from a real signal measured from 

an arc furnace are shown. 

 

Keywords: Hilbert transform, flicker, voltage 

fluctuation 

 

1. INTRODUCTION 
Voltage fluctuations can be described as systematic 

variations or random variations in the voltage envelope. 

The fluctuation of voltage is one of the important power 

quality events due to the effects of electronic and 

control systems, and in the light flicker. There are 

several sources of voltage flickers as arc furnaces, fans, 

pumps, lifts, switching of powers factor capacitors, 

large motors (IEC 60038; Arrillaga, Watson, and Chen 

2000). 

Different methods have been proposed for 

estimating the magnitude and frequency of flicker. The 

IEC 61000-4-15 and IEEE 1453 standards recommend 

the square demodulation, a method used in 

demodulation of AM signals, which consists in tracking 

the flicker envelope by squaring the input voltage 

signal. Other methods proposed are Fast Fourier 

Transform (Schauder 1999), Least Absolute Value 

(Soliman, and El-Haway 2000), Kalman filters (Girgis, 

Stephens, and Makram 1995), Wavelet transform 

(Chen, and Meliopoulos 2000), Teager Energy Operator 

(Abdel-Galil, El-Saadany, and Salama 2002). Hilbert 

transform is also used (Abdel-Galil, El-Saadany, and 

Salama 2004; Su, and Wang 2008; Li, Zhao, and Han 

2005; Marei, Abdel-Galil, and El-Saadany 2005), and, 

in particular, using Prony analysis and Hilbert 

Transform (Feilat 2006). 

Recently, the performance of several flicker 

detecting methods were compared (Chen, Jia, and Zhao 

2009). The core of flicker analysis is to track the 

envelope of voltage signal, that is, the instantaneous 

amplitude. Then, an important characteristic of the 

algorithms proposed is their on-line behavior; the faster 

is the estimation of the voltage envelope values, the 

better is the on-line behavior.  

Another aspect of the problem is the presence of 

noise. In Tong, Yuan, Li, and Song 2008 this problem is 

pointed out and solved using the Hilbert transform for 

estimating the flicker envelope and the wavelet 

transform for extracting other noises contained in the 

voltage flicker. A signal obtained from an arc furnace 

shows that the high frequency noise can not be ignored. 

However, the influence of noise in the methods 

previously cited is not considered. 

This paper is organized as follows: the use of the 

Hilbert transform for an efficient estimation of the 

voltage envelope is explained in Section 2, in Section 3 

we describe the signal used to test the method, and 

finally Section 4 presents the numerical results. 

 

2. ENVELOPE ESTIMATION USING THE 

HILBERT TRANSFORM 

 

2.1. Estimating the envelope 

In this section we review some results concerning the 

estimation of the envelope of a discrete signal.  

The Hilbert transform is used in signal processing 

to derive the analytic representation of a signal [ ]x n . 

The analytic representation of a signal is well known for 

continuous-time signals (Carmona, Hwang, and 

Torresani 1998) and it is also defined for discrete 

signals as 

 

[ ] [ ] [ ]
h

z n x n i x n= +  

 

Where [ ] { [ ]}
h

x n x n= H  denotes the discrete Hilbert 

transform of the sequence [ ]x n  (Li, Li, and Qian 2010). 

This representation allows a straightforward 

identification of the envelope of an amplitude 

modulated signal. An amplitude modulated signal is 

modeled by: 

 

[ ] [ ]cos( )x n a n nω=   (1) 

 

Where the frequency content of [ ]a n  has an 

upperbound less than ω . In this conditions, Bedrosian 

theorem for discrete signals (Li, Li, and Qian 2010) 

states that: 
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{ [ ]} [ ] {cos( )}x n a n nω=H H , 

 

which turns into { [ ]} [ ]sin( )x n a n nω=H . Now, the 

analytic representation of the signal takes the simple 

form 

 

[ ] [ ] i nz n a n e ω= , 

 

and the amplitude (or the envelope) [ ]a n  is easily 

obtained from [ ] | [ ] |a n z n= . 

For the sake of completeness, we include 

Bedrosian theorem as stated in (Li, Li, and Qian 2010): 

 

Theorem 1: Suppose that 
1
[ ]z n  and 

2
[ ]z n  are complex 

sequences with discrete-time Fourier transforms 

1
( )iZ e ω  and 

2
( )iZ e ω . Then 

 

1 2 1 2
{ [ ] [ ]} [ ] { [ ]}z n z n z n z n=H H  

 

if there exists a nonnegative number σ π<  such that 

 

1

2

( ) 0, for 0 | | , and

( ) 0, for 0 | | .

i

i

Z e

Z e

ω

µ

σ ω π
µ σ π

= < < <

= < ≤ <
 

 

2.2. Hilbert filter 

In this section we describe the Hilbert filter in more 

detail. 

The discrete Hilbert transform { [ ]}x nH  of the 

sequence [ ]x n  is defined in the frequency domain as 

(Hahn 1996) 

 

( ) { { [ ]}} sgn( ) ( )
h

X x n i Xω ω ω= = −HF  (2)

  

where ( )X ω  is the discrete Fourier transform of x : 

 

( ) { [ ]} [ ]
i n

n

X x n x n e
ωω

∞
−

=−∞

= = ∑F  

 

From equation (2), the transfer function of the 

Hilbert transform for discrete signals is 

 

2

, 0

( ) 0, | |

, 0

( ) sgn[sin( )] ( )
i

i

H

i

H i G e
π

ω π
ω ω π

π ω

ω ω ω

− < <
= =
 − < <

= − =

 

 

with ( ) sgn[sin( )]G ω ω= − . The discrete time 

representation of the Hilbert filter is easily obtained 

from this expression. In fact, ( )G ω  is an odd function 

whose Fourier transform reads 

 

0

4 1
( ) sin[(2 1) ]

2 1m

G m
m

ω ω
π

∞

=

= +
+∑  

 

Denoting 1( ) { ( )}h k H ω−= F  the inverse Fourier 

transform of ( )H ω , we have 

 

2
( ) sin , 0, and ( ) ( )

2
h k k k h k h k

k

π
π

= ≥ − = −  

 

Figure 1 shows the impulse response [ ]h k  of a 

Hilbert filter of order 38 and Figure 2 shows the 

magnitude response ( )H ω . 
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Figure 1: Impulse response 
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Figure 2: Magnitude response 

 

2.3. Implementation of the Hilbert filter 
The Hilbert transform can be easily implemented 

in the discrete domain by an FIR filter. This kind of 

discrete filter allows obtaining constant group delay and 

constant phase over the entire bandwidth. Moreover, the 

nature of the filter makes unnecessary the stability 

analysis.  
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Moreover, if the filter order is even, it behaves as a 

band pass filter which has zeros at 0 Hz and at the 

Nyquist frequency. So that its impulse response is 

similar to that shown in Figure 1, in which the odd 

coefficients are zero. However, if the filter order is odd, 

the zero in the Nyquist frequency disappears and the 

odd coefficients are no longer zero. 

For this reason, the Hilbert filter of even order is 

easier to implement than the filter of odd order. This is 

because the zero coefficients can be omitted. Therefore 

fewer multiplications and additions are required (see 

figure 3). 

 

 
Figure 3: Convolution strategy 

 

In this paper, the calculation of the coefficients is 

performed with the "Filter Design & Analysis Tool" in 

MATLAB 

 

3. A SIGNAL FROM AN ARC FURNACE 

In this paper, the performance of the proposed model on 

tracking the voltage flicker signal envelope is examined 

with a signal coming from real measurements. It is a 

typical AC arc furnace application in a steel plant. This 

arc furnace is served from a 13.8 kV bus. The measured 

signal is one of the phase voltages and it was sampled at 

a sampling frequency of 1000 Hz.  

Since this signal is distorted by noise that comes 

from making physical measurements, a serious issue is 

the robustness of the method for estimating flicker. 

Previous works hardly consider this problem. 

As an example, we make some comments on 

Prony algorithm which has been used in this 

problematic (Feilat 2006). Prony algorithm is good at 

system identification provided that the available 

samples come from a signal completely predictable and 

free of any randomness. Under these conditions, it is a 

good alternative for obtaining mathematical models in 

the form of damped complex exponentials from a small 

number of samples. This type of representation allows a 

straightforward calculation of the Hilbert transform of 

the signal (Feilat 2006). However, when the signals 

have some degree of randomness like signals immersed 

in noise, Prony algorithm is very unstable and it 

requires a large amount of samples to achieve an 

acceptable approximation. This method has some other 

drawbacks: it is very difficult to estimate the optimal 

number of exponentials to use in the approximation, the 

calculation involves two pseudo-inverse matrices whose 

systems are poorly conditioned, which increases the 

instability, and finally it has a high computational cost. 

 

4. NUMERICAL RESULTS 

We present numerical results on the estimation of 

voltage envelope of the signal from an arc furnace 

which was described in the previous section. 

The method is implemented in Simulink from 

MATLAB (see Figure 4). 

 

 
Figure 4: Block diagram of the estimator 

 

From the block diagram Figure 4 we can make the 

following analysis: 

 

1. The Hilbert filter is a FIR, all zeros filter of 

order 234, linear phase, whose magnitude 

response are shown in Figure 5. 
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Figure 5: Magnitude response of Hilbert filter 

 

2. The envelope is estimated, then a low-pass 

filter is applied to minimize the influence of 

noise. This is a FIR equiripple filter of order 

32, with cutoff frequency 120 Hz. 

3. Because of the fact that the signal passes 

through two FIR filters, there is a delay time in 

the tracking processes. However, as the two 

filters have a linear phase response, these have 

a constant group delay response. Therefore, 

this time delay is constant for all frequencies 

and it can be calculated. In this case, it resulted 

in a total delay of 133 samples, and it 

represents 0.133 sec at a sampling frequency of 
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1000Hz. It represents approximately 8 cycles 

of the fundamental frequency (60Hz). 

 

In Figure 6 and 7 are shown estimations of the 

voltage envelope corresponding to the diagram of 

Figure 4 using the measurement of the arc furnace 

voltage. There are two intervals of 0.5 sec: [18.5,19] 

and [19,19.5]. 
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Figure 6: The signal and its estimated envelope. 
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Figure 7: The signal and its estimated envelope. 

 

5. CONCLUSIONS 

We have presented a method for estimating signal 

flicker in presence of noise using the Hilbert transform. 

The characteristics of both filters (the Hilbert filter and 

the low pass filter) are described in Section 4. The 

proposed algorithm was implemented in a DSP Blackfin 

EZ-537. We tested this technique on a real world signal 

produced by an arc-furnace.  In contrast to the method 

presented in (Feilat 2006), this algorithm does not have 

instabilities, as was analyzed in section 4. 
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ABSTRACT 
Tradionally, the throttle valve positioning was 
performed mechanically by means of a steel cable. 
Nowadays at the embedded system stage, an 
electromechanical system named as Drive by Wire 
(DBW) substitutes the direct positioning. The DBW is 
controlled by the vehicle Engine Control Unit (ECU) 
and is responsible to adjust the mass air flow delivered 
to the engine and to control the idle engine rotation. The 
throttle valve control is somehow a challenging task 
because of nonlinear phenomena caused by the spring 
and the gearbox. The present work aims to design a 
robust parametric control for a DBW system, using a 
plant model identified numerically at different 
operations points. The results show that the controller is 
able to deal with the nonlinear phenomena providing a 
reasonable performance with no steady state error and a 
consistent setting time. 

 
Keywords: QFT control, Throttle Valve, Engine 
Control, Drive-by-Wire. 

 
1. INTRODUCTION 
Traditionally and for many years, the union between the 
gas pedal (car accelerator) and the throttle valve was 
performed mechanically by means of a steel cable, in 
order to perform the opening/closing procedure of the 
valve (Deur et al. 2005). This valve is responsible to 
control the air supply to the vehicle engine, keeping the 
desired engine rotation and torque according with the 
driver request, by using the gas pedal. Another 
important item presented on this system, is the engine 
idle rotation actuator, which is responsible to keep the 
engine in a specific rotation when there is no driver´s 
request on the gas pedal (Morioka et al. 2011).  

With the advent of the electronic embedded 
systems, mainly on the engine management systems 
(represented by the electronic fuel injection), the throttle 
control system was modified and incorporating some 
others components, such as a potentiometer responsible 
to inform the valve position (named as Throttle Position 
Sensor – TPS) and a DC motor, responsible to 
open/close the valve in a combination with a gearbox 
(Deur et al. 2005). This new system is named as Drive 
by Wire – DBW and it is nowadays responsible to 
adjust the mass air flow delivered to the engine in a 

similar way of the mechanical system with the steel 
cable did (Tilli et al. 2000). 

The DBW is an important evolution on the 
automotive management systems. Including the DC 
motor, it not only eliminated the steel cable to perform 
the opening/closing task, but it also allows eliminate the 
idle engine actuator. The DBW has two important tasks 
on the engine management. It is responsible to control 
the engine rotation at idle and also to supply the engine 
with the exact air quantity (Tilli et al. 2000).  

A simplified structure of the DBW system it is 
shown in the Figure 1. Figure 2 brings a Volkswagen 
EA-111 engine throttle valve which contains the TPS 
sensor and the DC motor. Note that the system input is 
the gas pedal position and the system output is the TPS 
sensor. 

 
Figure 1: DBW system block diagram. 

 
Figure 2: Volkswagen EA-111 throttle valve (Author). 

 
The throttle valve is one of the most important 

actuators presents on the moderns’ cars engines. As 
mentioned before, it involves a DC motor which drives 
the throttle plate through a gearbox unit, and the 
opening angle is measured by means of a potentiometer 
integrated into the gearbox. This gearbox has two 
mechanical stops that define the valve opening range, 
which is approximately 90º. In case of a failure 
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associated to the DC motor, the valve plate is 
repositioned into the home position (0º) by a spring 
mechanism (Reichhartinger and Horn, 2009). 

Nonlinear phenomena like stick–slip friction, gear 
backlash, and discontinuities, mainly caused by the 
spring mechanism, render the control of this 
mechatronic system a challenging task (Reichhartinger 
and Horn, 2009). This fact is documented by a number 
of publications dedicated to the modeling, 
identification, and control of electronic throttle devices 
(Corno et al. 2011; Reichhartinger and Horn 2009; Deur 
et al. 2005; Tilli et al. 2000; Poggio et al.1997). 

The authors Gharib et al. (2010) proposed to use 
the QFT technique to design a controller of the engine 
at idle speed. They used a phenomenological model that 
relates the inputs, throttle angle and load torque, with 
the outputs, manifold pressure and engine speed. The 
model was linearized and they used the second 
order transfer function from the throttle angle to the 
motor speed for the robust design. The gain and the 
damping coefficient were used as uncertainties, but 
there is no further discussion of this choice. In that 
paper, the authors considered that the throttle angle is 
given, i.e., do not take into account the dynamic 
between the pedal and the throttle valve. This present 
article addresses the problem of dynamics of this loop 
between the pedal and the throttle valve, and therefore 
can be viewed as an internal control loop of the system 
described by Gharib et al. (2010).  

The throttle dynamics is highly nonlinear and its 
performance affects the response of the engine speed 
control system. As pointed out before, the throttle valve 
dynamics affects directly the engine rotation. It must be 
point out that the knowledge of the dynamics of the 
throttle valve control system is important during the 
engine calibration process. On this process, different 
engine operating regimes are evaluated for different 
temperature and atmospheric pressure. With the DBW 
system, the valve opening with a correct pre-determined 
dynamic contributes to the driving comfort. 

This work proposes the usage of a QFT controller 
to be applied on a throttle valve in order to impose an 
adequate throttle dynamic and robustness to the DBW 
system. 

 
2. METHODOLOGY 
The present work aims to design a robust control system 
for a DBW system using a plant model identified 
numerically by applying several steps on a VW EA-111 
throttle valve. Different from some works founded on 
the scientific literature (i.e. Poggio et al. 1997) which 
presents the throttle modeling, this work intends to 
identify an approximated model by applying several 
step signals on an open loop structure. Analyzing the 
parameters variation of the model obtained, the 
Quantitative Feedback Theory design is used to develop 
a robust controller to the DBW system with a desired 
dynamic. 

 

2.1. Robustness 
The modeling errors are translated into uncertainty of 
the plant transfer function. The dynamic model of the 
plant considered in this work includes three uncertain 
parameters.  

The stability margins (gain and phase) are often 
used to evaluate the tolerance of the system to modeling 
errors of the gain and phase of the transfer function. 
However, in fact, they are fragile to reveal the degree of 
robustness of the system, because even systems with 
high stability margins may have its corresponding 
Nyquist diagram near to the critical point -1+0j and 
therefore are not robust (Da Cruz 1996). The example 
of Figure 3 illustrates how even high gain and phase 
margins are unable to represent the robustness of the 
system. 

 
Figure 3: Robustness x Stability Margins. 

 
Note that the values of the stability margins are 

approximately 90° for the phase margin and infinite for 
the gain margin. These values suggest that the system 
tolerates large modeling errors, and so has high 
robustness. Note that due to the apparent vicinity of the 
curve to point -1+0j, a small change in the plant model 
may cause a change in the number of encirclements of 
the critical point, causing the system to lose stability. 

The uncertainty of a model can be classified as 
structured and unstructured. The unstructured 
uncertainties are usually associated to the parts not 
modeled of the plant and are frequency dependent. Note 
that normally the neglected characteristics are of high 
frequency dynamics. The parametric uncertainties are 
associated to structured uncertainties such as the 
uncertainties in the model of this paper. The common 
used techniques for the case of parametric uncertainties 
are the μ-synthesis and QFT (Houpis 1999). 

To characterize the unstructured modeling errors, 
one may define the multiplicative error representing the 
relative difference between all the real plants and the 
nominal plant model in relation to this nominal model. 
For the design purpose the modeling errors are 
evaluated by means of the absolute value of a frequency 
dependent upper limit of the errors. Note that since 
unstructured modeling error are evaluated without phase 
information, there is an inherent conservatism 
associated to the obtained controllers in the sense that 
the loop gain is higher than minimum needed for the 
case where the phase information has been taken into 
account. 

For the case of structured modeling errors one way 
to represent the errors is by means of the frequency 
response for each transfer function of the real plants, 

Proceedings of the Int. Conf. on Integrated Modeling and Analysis in Applied Control and Automation, 2012
ISBN 978-88-97999-12-6; Bruzzone, Dauphin-Tanguy, Junco and Merkuryev Eds. 92



called templates. This frequency response is usually 
represented in the Nichols chart because it allows 
evaluating the magnitude and phase in the same plot, 
and also allows determining directly the values of gain 
and phase margins. 

 
2.2. Quantitative Feedback Theory (QFT) Design 
The QFT design (Quantitative Feedback Theory) is a 
technique in the frequency domain in the Nichols chart. 
As pointed by Borghesani (1993) and Yaniv (1999), the 
first step of design procedure is the determination of 
templates generated by the parameters uncertainties. A 
template is defined as the collection of uncertain plant 
frequency response functions at a given frequency. 
However, for the design, only the bounds of those 
templates are important. 

Performance specification imposes barriers to the 
loop gain in the Nichols chart, and these templates 
should be above barriers in the specified frequency 
range. Margins of stability or robustness associated to 
the maximum resonance peak of the closed loop, 
imposes barriers around (0, -180º) in the Nichols chart. 

The region around this point must be reshaped so 
that the boundary of all the templates does not violate 
this region. The design starts by selecting a point on the 
border of the template as the nominal plant and then, 
based on this point, the curve around (0,-180°) should 
be reshaped so that, when the nominal point does not 
violate the new curve, all points of the template are 
outside the original curve.  

Then, the problem of finding a controller that meets 
the requirements of robust performance and stability 
should be done, for example, by trial and error, adding 
poles and zeros to the controller transfer function. 

 
3. EXPERIMENTAL RESULTS 

 
3.1. Overview of the DBW experimental system 
The DBW experimental system developed on this work 
is presented on Figure 4, including some electronic 
circuits, the throttle valve and the gas pedal (car 
accelerator). 

 

 
Figure 4: Overview of the experimental system. 
 
The DBW system set point is defined by the gas 

pedal (desired angle) and the output is the throttle valve 
angle, measured by the TPS sensor. The gas pedal and 
the TPS sensor signals are conditioned into a 0-10 Volts 
output range, turning the plate position totally closed or 

totally opened, respectively, through the PWM driver 
(Morioka et al. (2011). 

Figure 5 shows the connections between the DBW 
experimental system and the Advantech PCI 1718 DAQ 
board installed on a PC computer, operating at 30kHz 
sampling frequency. 

 

 
Figure 5: Experimental system and DAQ connections. 

 
3.2. Plant model 
In order to reveal the system dynamics it was performed 
several step tests with different amplitudes in open loop 
through the PWM. The typical dynamic obtained is 
presented by Figure 6. 
 

 
Figure 6: Throttle valve typical dynamic. 

 
Using the information collected by the data 

acquisition system, several curves have been plotted. 
The observation of these curves, allow one to elect the 
transfer function 

 
1( )
1

asF s K
bs
+

=
+

, (3.1) 

 
as a candidate to represent the plant. Although the 
amplitude and time constant are not the same for all 
plots, the shape pattern was approximately the same for 
all tests. The constants K, a and b were obtained by a 
numerical identification procedure through the least 
square method (LSM). The range obtained with these 
analyses represents the plant uncertainties and are 
shown on the Table 3.1. 
 

Table 3.1. Range of the model parameters. 
Range Model 

Parameters Minimum Maximum 
K 0.05 0.09 
a 0.12 0.20 
b 0.07 0.15 
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3.3. QFT controller design 
As a performance specification, it is desired that the 
control system output tracks a reference signal with an 
error below 10% at least up to 0.1 rad/s in the presence 
of simultaneous parametric uncertainty in the range 
represented on the Table 3.1.  

Based on the plant frequency response with 
nominal parameters, it was elected the 0.1, 5, 10 and 
100 rad/s as the working frequencies for the QFT 
design. In the sequence, 64 plants have been chosen by 
the simultaneous variation of the 3 parameters within 
the specified range, generating the templates presented 
by Figure 7. 

 

 
Figure 7: Templates for 0.1, 5, 10 and 100 rad/s. 

 
The choice of the QFT controller structure and its 

parameters is usually done by trials (Yaniv 1999). 
However, there are several controllers that do not 
violate these specific stability bounds in the 
Nichols chart. To help with this choice, we also used 
the Root Locus plot. Note that the model plant has a 
pole and a zero relatively far away from the imaginary 
axis, making it impossible to achieve the closed loop 
time constant near to 1s, which is a typical value for this 
application. To solve this issue, it was chosen a 
controller with a zero relatively close to the imaginary 
axis and a pole at the origin, providing also null steady 
state error, thus resulting in a controller with a PI 
structure. 

In the last step on the QFT design, a stability 
margin of 1.05 dB was defined and this bound was 
reshaped by the templates (see Figure 8). The resulting 
controller is presented by Equation 3.2. 

  

 
Figure 8: QFT loop shaping. 

15 1( ) 2.2 sG s
s
+

= . (3.2) 

 
3.4. Time domain performance 
The experimental structure used to check the controller 
performance is the same one presented by Figure 5. The 
Matlab/Simulink software was used to implement the 
closed loop, including the controller. 

The robustness of the system was tested by 
operating the valve with different opening angles. 
Varying the angle it modifies the gain, the pole and the 
zero position of the F(s) (Equation 3.1), demonstrated 
by the parameters variation on Table 3.1 

The three tests were performed during 14s by 
applying three different step signals, on t=5s: 11º, 15º 
and 20º valve opening. The throttle dynamic and the 
control effort were observed and compared with the 
desired amplitude defined by the step amplitude. The 
results obtained are shown by the Figures 9, 10 and 11. 

 

 
Figure 9: Performance for a 11º step variation. 

 

 
Figure 10: Performance for a 15º step variation. 

 

 
Figure 11: Performance for a 20º step variation. 
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Analyzing the results presented by the Figures 9, 10 
and 11, it is easy to notice that the throttle position 
achieved the desired set point at the steady state and a 
reasonable setting time (approximately 0.8 seconds) 
was obtained on each individual test. The setting time 
could be modified by changing the controller gains in 
order to adapt the DBW system + controller to the 
engine dynamics, i.e. a 2.0L engine has a different 
dynamic and a demanded air supply of a 1.0L engine.   

 
4. CONCLUSIONS 
Due to the nonlinearities of the drive by wire systems, 
the phenomenological model is not trivial but also 
implies difficulties in the definition and design of the 
controller. Alternatively, this article discussed the 
modeling and experimental parametric robust control 
applied on the drive by wire system. 

An open loop experimental investigation was used 
in order to provide the insights into the structure of the 
linear model. The non-linearities have been 
incorporated through a parametric variation over the 
three coefficients of the transfer function defined. 

Only few robust control methods provide good 
tolerance to simultaneous variation of the plant 
parameters, so the robust technique chosen for the 
controller design was the Quantitative Feedback 
Theory. Through trial, typically on the QFT design, a PI 
controller was selected bases on its robustness observed 
on the Nichols chart and its performance on the real 
system. 

The performance of the system observed on time 
domain confirmed what was expected by the robust 
design, since for a wide range of operating conditions, 
the performance of the system was high. The observed 
transient dynamic response can be roughly 
approximated by a 1st order dynamic with a less than 1 
sec. time constant. 

Our group intends to continue the studies, so we 
proposed to investigate the ability to adjust the time 
response for the DBW system in order to be used on 
different engines, which require different reactions of 
the DBW system due the different engine dynamics. 
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ABSTRACT 

This work deals with the performance of a new 
approach combining the numerical eXtended Finite 
Elements Method ‘X-FEM’ and the analytical method 

of Matched Asymptotic Expansions ‘MAE’. The 
proposed new “MAX-FEM” model is well adapted for 
studying and modeling the mechanical behavior of 
mediums containing singularities such as thin layers or 
adhesive joints without any required mesh refinement in 
their vicinity. The methodology consists of the 
construction of enrichment parameters with the ‘MAE’ 

technique and their integration into the ‘XFEM’ 

formulation. Correction matrix of stiffness is then 
defined and integrated in the FEM computation 
algorithm. To describe the mechanical behavior of a 
proposed structure with 2D brazed joints, the “MAX-
FEM” hybrid model has been implemented as an UEL 
subroutine under Abaqus implicit. Compared with the 
classical FE method, the obtained results in terms of 
stress field, strains and displacements show a good 
accuracy without any required mesh refinement. 
Keywords: hybrid technique, thin layers, Matched 
Asymptotic Expansions, X-FEM, correction matrix, 
UEL ‘MAX-FEM’ subroutine.   

 
1. INTRODUCTION 

During the last decade, several methods have been 
introduced for modelling singular problems such as thin 
layers, adhesive joints, coating, etc.. Analytical 
approaches based on asymptotic assumptions such as 
Matched Asymptotic Expansions (MAE) give at two 
different-scales an approximation of the main solution 
in structures containing singularities (M. Van Dyke, 
1975; P. Schmidt, 2008). As shown by the work of 
Leguillon and Abdelmoula (2000), the MAE method 
has been used to analyse brazed joints in order to 
describe the crack propagation process at the interface 
between the joint and the bonded substrates. However 
the difficulty of the numerical implementation of this 
method makes its use very complicated and limited to 
some simple cases.  

In the other side, the numerical methods headed by 
the Finite Element Method (FEM) struggle with 
singular problems, where a mesh refinement is required 

in order to take into account singularities. Besides, in 
order to overcome this limitation, particular numerical 
methods have been introduced to deal with this 
difficulty. These methods allow to give a multi-scale 
analysis in discontinuous mediums as assembly 
structures, welded mediums, etc.. Two possibilities are 
given by these approaches: the first procedure consists 
in making a local analysis and then project the 
information about the singularity behaviour at the large 
scale. The homogenization and the Arlequin methods, 
described by (T.I. Zohdi, J.T. Oden and G.J. Rodin, 
1996) and (P.T. Bauman and H. Ben Dhia, 2008) 
respectively, are based on this principle and are used in 
several works, especially to analyse composites 
materials. The second procedure consists in defining a 
correction of the classical FE method. The information 
about the singularity is then stored in an added part 
called “enrichment”. Thereby, the local analysis is not 

required. X-FEM (N. Moes, J. Dolbow and T. 
Belytschko, 1999; H. Bayesteh and S. Mohammadi, 
2011) and G-FEM (I. Babuska, U. Banerjee and J. 
Osborn, 2004) are two partition of unity (PUM) (I. 
Babuska and J.M Melenk, 1999) methods that are used 
in several works in order to solve various types of 
problems especially crack problems. 
 
2. STATE OF THE ART: METHODS USED FOR 

SINGULAR PROBLEMS  
 
2.1. X-FEM approach: 

 Problems with singularities have been firstly 
treated using FE method by updating the mesh 
‘topology’ in order to match the geometry of the 

singularity. However, the introduction of X-FEM 
circumvents this problem by enriching a standard 
approximation with special additional functions. The 
form of the enriched approximation follows the 
partition of unity. The geometry of the singularity is 
then involved by updating the enrichment scheme; no 
remeshing of the domain is required. The only 
interaction between the mesh and the geometry of the 
singularity involves the construction of the enriched 
basis functions. The classical X-FEM formulation is 
given by: 
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 Where Nenr is the enrichment terms number,  u x  

the approximated function,  
i

N x  the standard FEM 

functions for node i, 
i

u  the unknown of the standard 

FEM part at node i, 
k

  the enrichment function and 
k

b  
the enrichment parameter. 

 
2.2. MAE approach: 
MAE approach has been firstly used for fluid 

mechanics (M. Van Dyke, 1975). It shows its efficiency 
in treating perturbed problems and boundary layers. 
This method based on asymptotic assumptions has been 
applied for adhesive joint problems as illustrated in 
Figure 1.  

 

 
 
Figure 1. Two-scales partition of ‘Matched Asymptotic 

Expansions’ approach. 
 
It consists in solving problems at two different 

scales (Figure 1) by introducing two different 
asymptotic expansions, the outer (Equation 2) and the 
inner (Equation 3) expansions.  
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With 
2

x  is the stretched variable 
2 2

/ 2x x  and 

(.)  denotes the displacement values at the both sides 

of the interface (
2 2

0x x  ). 
Each expansion is constituted of two main parts: 

the leading terms 0
u  and 0

v  which are the classical 
solutions obtained by finite element method while the 
second part is considered as a correction given by a 
perturbed terms 1

u  and 
1

v depending on  ; the 
characteristic thickness of the brazed joint. 

In the works of (D. Leguillon and R. Abdelmoulab, 
2000; D.H. Nguyen et al., 2008), the MAE has been 
used to compute the jumps expressions of displacement 
field across the interface of discontinuity defined by the 
outer domain. This algorithm is based on simultaneous 
resolution of classical equations of the model 
(equilibrium equations, constitutive laws, continuity 
conditions) for each order, and a matching process 

(Equation 4) for both expansions at their respective 
limits (i.e. 

2
0x  ) for the outer expansion, and 

2
x    for the inner expansion).  
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Using this algorithm, the jump u  of 

displacement (D. Leguillona and R. Abdelmoulab, 
2000; D.H. Nguyen et al., 2008) is computed and 
expressed by: 
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As it will be presented in the next section, this 
value has been used in the setup of the MAX-FEM 
model. 
 

2.3. Proposed hybrid MAX-FEM Model 
In this work, the hybrid MAX-FEM model has 

been introduced for the thin layers modelling to release 

mechanical analysis of a 2D-brazed joint. The MAX-

FEM model is a Partition of Unity Method (PUM) 

where the main solution is formulated using two main 

parts: a classical FEM discretization and the enrichment 

terms. The proposed PUM formulation exploits the 

Matched Asymptotic Expansions (MAE) in the 

definition of the enrichment parameters. This procedure 

links the two main parts of the PUM formulation to give 

a corrected form of the standard FEM where correction 

matrix is introduced to compute the stiffness matrix. 

 
3. MAX-FEM SETUP 

 
3.1. MAX-FEM Principle  

 By analysing the shapes of the X-FEM and MAE 
approaches, it is notable that these two methods share 
the common subdivision of the unknown solution at two 
different parts: the classical solution and the correction 
terms (Figure 2). Thereby the MAX-FEM model feats 
the similarity between the two methods to define a new 
procedure describing the brazed joint behaviour. In fact, 
the joint is assimilated to a discontinuity interface 
which creates a jump of displacement field. The new 
configuration containing the introduced singularity is 
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described using a specific MAX-FEM formulation 
while the enrichment parameters are defined using the 
jumps computed by the MAE approach (Equation 5). 
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Figure 2. Identification of leading and correction terms 
using MAX-FEM model. 

 
3.2. Problem position 

 The main purpose here is the setup of the MAX-
FEM model for a 2D-brazed joint under mechanical 
loading (see Figure 3). The adhesive joint and substrates 
are considered as elastic domains. 

 

Adhesive
 thin layers

Thikness e = 0,1mm
Mechanical propreties 
(BNi-2):
 E2= 74 Gpa , v2=0,33

B=100 mm

L
=

1
0

0
 m

m

Steel: 

E1= 200 Gpa , v1=0,33 

U2=0,4 mm

X , U1

Y , U2

 Figure 3. 2D brazed joint under mechanical loading 
 

3.3. MAX-FEM formulation 
 The MAE outer expansion (Equation 2) crushes the 
thin layer. The latter is turned to an interface of 
discontinuity ( 0  ) which completely crosses the 
width of the assembly (see Figure 1). As a result, the 
problem is assimilated to the strong discontinuity 
problem with presence of displacement jump across the 
interface. Herein, the MAX-FEM will consider the 
formulation (Equation 1) and adapts it to the considered 
application. In this context, the formulation proposed in 
equation (6) uses the same strategy as the outer 
expansion of MAE while keeping the basic shape of X-
FEM: 
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 Instead of using nodal values of the global field 
i

u  
as used in formulation (Equation 1) and in the work of 
Nguyen et al. (2008), this approximation (Equation 6) 
integrates the continuous solution 0

u . 
 The similarity between the outer expansion 
(Equation 2) and formulation (Equation 6) is employed 

to identify the enrichment parameters  k

k

a

bk
b . The 

algorithm of identification is illustrated for linear 
structural element containing the joint position (Figure 
4): 

 

 
Figure 5. Linear structural enriched element containing 

the joint position 
 

  Equations (6) and (2) are used to compute the nodal 
values of the global fields (Equation 7) and (Equation 8) 
as follow: 
Firstly, by using the formulation (Equation 6): 
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   

   

 
 
 
 
 

1 1 1 1

2 2 2 2

3 3 3 3

4 4 4 4

x x x x

x x x x

x x x x

x x x x

   (7) 

 
 And secondly, by using MAE outer expansion 
(Equation 2): 

 
0 1 0 1

1 1 1 2 2 2
0 1 0 1

1 1 1 2 2 2
0 1 0 1

1 1 1 2 2 2
0 1 0 1

1 1 1 2 2 2

( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( ) ( )
   

( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( ) ( )

u u u u u u

u u u u u u

u u u u u u

u u u u u u

 

 

 

 

   

   

   

   

 
 
 
 
 

1 1 1 1 1 1

2 2 2 2 2 2

3 3 3 3 3 3

4 4 4 4 4 4

x x x x x x

x x x x x x

x x x x x x

x x x x x x

 (8) 

 
 Then, the displacement difference between two 
nodes located on the same ridge and crossing the joint 
position is computed with the two approximations 
(Equation 7) and (Equation 8) as follow. 
Firstly, by using the formulation (Equation 7): 

 
0 0

1 1 1 1 4 1

0 0

1 1 1 1 3 2

0 0

2 2 2 2 4 1
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u u u u a a
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u u u u b b

    

    

    

    









4 1 4 1

3 2 3 2

4 1 4 1

3 2 3 2
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x x x x

               (9) 
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Secondly, by using MAE outer expansion (Equation 8): 
 

0 0 1 1

1 1 1 1 1 1

0 0 1 1

1 1 1 1 1 1

0 0 1 1

2 2 2 2 2 2

0 0 1 1
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

    

    

    
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

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
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3 2 3 2 3 2
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3 2 3 2 3 2
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x x x x x x

x x x x x x

x x x x x x

(10) 

 
 The equality between Equations (9) and (10) gives 
the conditions that the enrichment parameters have to 
satisfy: 

 
1 1

4 1 1 1

1 1

3 2 1 1
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






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3 2
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3 2

x x

x x

x x

x x

              (11) 

 
 To compute these parameters values, it is not 
necessary to have an explicit expression of the 
perturbed term 1

u  in each node. In fact, by using the 
MAE algorithm introduced in works (D. Leguillona and 
R. Abdelmoulab, 2000; D.H. Nguyen et al., 2008) the 
term ( ( ) ( )) 

1 1

4 1
u x u x for nodes 1 and 4 (respectively 

( ( ) ( )) 
1 1

3 2
u x u x  for nodes 2 and 3) are approximated 

to 1 4

1
(1 ) ( , 0)h x




1

 
u  and 2 3

1
(1 ) ( , 0)h x




1

 
u , 

respectively. h is the height of the enriched element 
while 1 4

1
( ,0)x

1

 
u  (respectively 2 3

1
( ,0)x

1

 
u ) denotes the 

displacement jump crossing the interface  in the 
common abscissa  between nodes 1 and 4 (respectively 
2 and 3). 
 Taking into account the previous approximation, 
the expression proposed for the parameters 

k
b  is given 

bellow: 
 

1 4

1

2 3

1

 

         

(1 ) ( , 0)          1 , 4
2

(1 ) ( , 0)   2 , 3
2

h x for k

h x for k









 



 







1

 

k

1

 

u

u

b           (12) 

 
 
3.4. Stiffness matrix 

 The expression (Equation 5) shows a linear 
dependence between the jump and the leading 
derivative terms. From this dependence rises a transfer 
matrix between the jump and the unperturbed strain 
vector: 

 

 

    

0

1,1 11

1 0 0

2 ,2 11

2 0 0

1,2 1 1,2 1
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0 0

,0
0

( ,0) ( ,0)

u x
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u x
B Su

u x u x

  



 
    
    

    
 

1

u C   (13) 

 

 0
 

is the leading strain vector,  
0 0

0

A

B S


 
 
 

C , 

¨ 2

2

µ µ
A

µ


 ,   2

2 2
2

B
µ

 







 and    

2 2

2
1

2

µ
S

µ






 


. 

 
By integrating this result in the enrichment 

parameters expression, the latters are linked to the 
leading term nodal values as shown in (Equation 14). 
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2
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
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



 



  





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k

C B

b

C B

         (14) 

 
[C] is the enrichment matrix defined in (Equation 

13) and [B] is the strain matrix linking the strain vector 
to the nodal values of the leading term. 

The expression (Equation 14) is injected in the X-
FEM formulation (Equation 6) creating then a transfer 
matrix between the global nodal displacement values 
 u  and the leading term one  0u : 

 

         
 

  0

1

1
( ,0)

2
u x u 

 
 
 

8,8
Ι H C B              (15) 

 
 

8,8
I is the identity matrix and  H  is called 

“Heaviside matrix” and expressed below: 
 

 
       

       
 

0 0 0 0

0 0 0 0

t

H H H H

H H H H

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x x x x
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By considering that the global problem and the 

leading outer one are assumed under the same exterior 
loading    0( )F F , the global stiffness matrix  K  is 

linked to the one of the leading problem   
0

K  as 
follow: 

 

           
1 

1 

1
( ,0)

2

t

x d



 
 
 
 

 8,8
K B D B I H C B

Ω

Ω        (16) 

 
Consequently, the global stiffness matrix can be 

defined as a correction of the standard FEM stiffness 
matrix using a “correction matrix”  CM defined by: 
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       
1

18,8

1
( ,0)

2
x



 
 
 
 

CM I H C B               (17) 

 
 
Finally, the linear system to consider is: 
 

    u FK                 (18) 
 

The enrichment parameters 
k

b  and the leading 

term 0
u  of the finite elements formulation (Equation 6) 

do not appear explicitly in the final system (Equation 
18). This is due to the MAE results which reveal a 
linear dependence liking the enrichment parameters to 
the leading term derivatives. Also, the continuity of the 
finite elements formulation (Equation 6) allows to 
define a correction matrix  CM  (Equation 17) and to 

link the global stiffness matrix  K  to the standard one. 

The computation of the leading term 0
u  and the 

enrichment parameters is then not needed, and the 
global displacement field u  is directly computed by 
numerical resolution of the system (Equation 18). It can 
be noted that only the correction matrix  CM is 
computed and then injected in a standard FEM program.  

The obtained solution covers the outer domains. 
This means that only the influence of the thin layer on 
the global structure is characterized. In this work, the 
local analysis of the thin layer is not considered. 
However, if necessary, the model can take into account 
the complex behavior in the vicinity of the joint, 
including crack, delamination or other nonlinear aspects 
for example. This can be possible by resolving the inner 
problem (Equation 3) of the MAE. Following this 
approach, the local analysis is restricted in the enriched 
elements which are expanded to zoom on the joint and 
the contact interfaces. The resolution of the inner 
problem can be performed by using the existing 
methods (FEM, X-FEM, etc.) 

 
4. NUMERICAL IMPLEMENTATION OF MAX-

FEM MODEL 

 This section provides a validation study for the 
proposed MAX-FEM hybrid model. The obtained 
results are compared to those given by the standard 
FEM by meshing finely the thin layer. In this work, 
ABAQUS code is used to implement the model using 
an UEL subroutine. The same code is also used to 
compute the reference solution (FEM) for 2D-brazed 
joint in figure 3 

 
4.1. Numerical implementation 
The model developed here has been implemented 

in ABAQUS as a user element using the UEL 
subroutine. The procedure of the development of this 
subroutine is based on a previous work introduced by 
Giner et al. (2009). The model starts from a 

combination of X-FEM and MAE, and will give as a 
final result the corrected form of standard FEM. This 
correction is presented by the matrix  CM  (Equation 
17) which stores the required information for the joint 
behavior. As a result, the structure of the program 
(Figure 4) will be constituted by the standard FEM 
while the correction matrix will be computed in an 
internal subroutine depending on the considered 
application. 

 
 

Standard FEM 

program

Correction 

matrices

Corrected 

jacobien 

AMATRX

Corrected effeort  

RHS

· Gauss points

· Shape functions

· Shape Matrix]

· Standard stifness, conductivity, capacity matrix

· Standard RHS

· Stifness,  correction

· Correction

· Capacity correction

· Effort correction

Stiffness, conductivity and capacity matrices

Stiffness correction

Conductivity correction

 
Figure 5. Algorithm structure of the implemented UEL 

“MAX-FEM” subroutine 
 
The results given in the setup of the model are 

implemented in the UEL “MAX-FEM” subroutine 

following the structure presented in Figure 6. The 
correction matrix  CM  (Equation 17) and the 
corrected stiffness matrix (Equation 16) are computed 
for the 2D-brazed joint presented in Figure 3. 

The computation is limited to 2D plane stress state. 
Thereby, the enrichment matrix  C  (Equation 13) 
needed for the computation of the correction matrix 
 CM  (Equation 26) is written as: 

  1
0 0 1

( 1)
1 0

2

E

E



 

 
 
 

C                (19) 

By resolving the system (Equation 18), the 
displacement field is obtained. Then, other mechanical 
fields are deducted. The results given by the UEL 
“MAX-FEM” subroutine are compared to ones obtained 
by standard FEM under the same code. The considered 
mesh, displacement, stress, strain and error are 
presented for the two methods. 

(i) Mesh  
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MAX-FEMFEM

 Figure 6. Overview of the classical FEM discretization 
and the MAX-FEM meshing 

 
 User elements are not represented by ABAQUS 
post-processor. However, in order to reach this aim, a 
post-processing subroutine should be required. This will 
be performed in forthcoming developments. 

The comparison between the two mesh strategies is 
summarized in Table 1: 

 
Table 1. FEM and MAX-FEM mesh data 

 FEM MAX-
FEM 

Ratio (FEM/MAX-
FEM) 

Nodes 
number 7242 2652 2,73 

Elements 
number 7052 2550 2,76 

Minimum 
element size 0,1 mm 2 mm 20 

 
From Table 1, it can be noted that the model 

presents an important mesh optimization. This should 
be more notable in forthcoming transient analyses 
where the time increment for such computations 
depends on the size of elements. 

(ii) Stress 
 

                    FEM                               MAX-FEM

 Figure 7. FEM and MAX-FEM stress distributions 
 

(iii) Displacement  
 

                         MAX-FEM                         FEM

 Figure 8. FEM and MAX-FEM displacements 
 

By analyzing these results, it can be noted that the 
model reproduces the outer displacements and stress 
fields given by the FEM method. In order to give an 
accurate comparison, a plot of the displacements in the 
section x = 20 mm are presented in Figure 13: 

 

U1_ ABAQUS
U1_ MAX-FEM
U2_ ABAQUS
U2_ MAX-FEM

U2_ ABAQUS
U2_ MAX-FEM

 Figure 9. FEM and MAX-FEM displacements in the 
section x = 20 mm 

 
Figure 8 shows that the curve given by the model 

fits the one obtained by standard FEM from the first 
enriched node. Consequently, a single MAX-FEM 
element reproduces the same solution given by several 
FEM elements. The line linking the two enriched nodes 
is a linear interpolation and does not present the 
solution in the vicinity of the joint. The latter can be 
obtained by the resolution of the inner problem of 
MAE. 

To analyze the accuracy of the model, three error 
expressions are computed taking the FEM solution as 
reference:  

· Relative error:  

i i

FEM MAX FEM

relative i

FEM

u u
err

u




  

· Maximum error: 
max

 max( )
i i

FEM MAX FEM
err u u


   

· Norm L2: 2
  ( )

i i

FEM MAX FEM
err u u


   

These expressions are used to estimate the error 
into the section x = 20 mm by using the previous results 
of Figure 8 

 

(%
)

 
Figure 10. Relative error  in the section x = 20 mm 

 
Table 2. error approximation 

 max( )relativeerr  maxerr  err
 

U1 1,6 % 0,0039 1,339 10-7 
U2 1,36 % 0,00128 1,295 10-7 

 
By analyzing these error approximations, it 

becomes trivial that the hybrid model presents accurate 
results without meshing the thin layer. However, the 
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accuracy of the model depends on several parameters 
and the model can have some limitations and critical 
points. 

Among these limitations, there are boundary 
problems which affect the results accuracy near to 
boards. These problems are especially due to the MAE 
method. The rules used to link the outer and inner 
solutions still available in an infinite inner domain. 
However, in the boards, the solution has to satisfy the 
boundary conditions. The enrichment strategy used in 
this work cannot then reproduce the solution in the 
vicinity of boards. 

In addition to board problems, other parameters 
may affect the model accuracy. The three points below 
are the most important: 

1. The ratio /h e  linking the element height and 
the joint thickness. Actually, more this ratio is 
smaller; more the results highlight a good 
accuracy. 

2. The number of enriched elements: in this work, 
a single element is enriched in the joint 
thickness direction. However, it is trivial that 
increasing that number will increase the model 
accuracy. Besides, a new enrichment strategy 
has to be developed. 

 
5. CONCLUSION 

 
 The hybrid model introduced in this work combines 
the MAE technique which is used to define the 
enrichment parameters and the X-FEM formulation. 
This new approach called ‘MAX-FEM’ model has been 

established and used to solve the mechanical singular 
problem of two-dimensional brazed joints. The ‘MAX-
FEM’ approach leads to a corrected form of standard 

FEM where a correction matrix is used to compute the 
main solution in the whole structure.  
 Once set up, the model has been implemented 
under ABAQUS code using the UEL subroutine. The 
results given by the model are compared to those 
obtained using standard FEM for the 2D- brazed joint. 
From this application, it is notable that “MAX-FEM” 

model provides accurate results in terms of 
displacement and temperature fields without any 
required mesh refinement in the vicinity of the thin 
layer. 
 However, the model has its limitations near to 
boards where the proposed enrichment is not available. 
New enrichment strategies have to be developed in 
future work to deal with this limitation. Also, even if it 
is not developed here, the model can take into account 
other behaviors of the joint such as damage, cracks and 
delamination. These behaviors have to be considered in 
the computation of jumps using MAE approach. 
Besides, if it is necessary, the local behavior of the joint 
can be described by the resolution of the inner problem. 
Thereby the analysis can be developed in two scales 
instead of the global analysis presented in this work. 
Finally, it can be said that the model needs to be 

enhanced and generalized to be used for more 
complicated applications.  
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ABSTRACT 
This paper proposes a novel supervisory control method 
for a parallel hybrid electric vehicle (PHEV) with a 
transmission mounted electric drive (TMED). An 
equivalent consumption minimization strategy (ECMS) 
is the supervisory control method and provides real-
time sub-optimal energy management decisions by 
minimizing the “equivalent” fuel consumption of a 
hybrid electric vehicle (HEV). The equivalent fuel 
consumption is a combination of the actual fuel 
consumption an electrical energy use, and an 
equivalence factor is used to convert electrical power 
used into an equivalent chemical fuel quantity. In this 
study, the proposed ECMS parameter adaption focused 
on the driver characteristic variation. In the stage of 
development, the longitudinal driver model is 
developed and the represented driving patterns are 
defined. Results obtained in this research clarify the 
causal connection between the driver characteristic and 
the equivalence factor as the initial step of the adaptive 
ECMS implementable into microcontroller. The 
simulation results show that optimizing the control 
parameter is needed as the driver characteristic variation.  
 
Keywords: Adaptive ECMS, Equivalence factor, 
Driving pattern, Driver model 

 
1. INTRODUCTION 
The advanced researches about the supervisory control 
algorithm of the HEV are heading to the parameter 
adaptation algorithm for global optimality. A research 
adapting the equivalence factor of the ECMS using past 
driving data has been done where the computational 
effort is too high. Another research proposed a pattern 
recognition algorithm to identify the drive cycle. 
However, that is insufficient to isolate the different 
driver on almost same drive-cycle. The purpose of this 

study is to clarify the causal connection between the 
driver characteristic and the equivalence factor as the 
initial step of the adaptive ECMS implementable into 
microcontroller. 

Previous adaptive ECMS algorithm requires 
enormous computational effort to calculate the 
equivalence factor for stored driving data of past 
hundred seconds. However, the proposed algorithm 
calculates the combination of pre-calculated 
equivalence factor in offline so additional computation 
effort is only occurred for identifying the driver type 
and the drive cycle. Moreover, there was no research 
about analyzing the tendency of the equivalence factor 
according to the driver characteristic 

In this paper, a forward simulator for the TMED type 
HEV is constructed based on the Cruise® and 
Simulink® including custom longitudinal driver model 
to imitate the characteristic of the actual driver. As a 
simulation group, some representative driver types are 
defined by the parameter set of the driver model. Each 
equivalence factor of these driver types for some drive 
cycles is calculated according to the conventional 
ECMS researches for the parallel HEV. These results 
are carefully analyzed in terms of the tendency of the 
equivalence factors. Operating points of actuators, the 
engine and the electric motor, are also depicted. Finally, 
the fuel economy of the conventional ECMS algorithm 
is simulated for the various combinations of the driving 
patterns and the equivalence factor to show the 
effectiveness of proposed adapting algorithm. 

This paper introduces the target vehicle for the 
simulation (Chapter 2), and explains the used HCU 
(Chapter 3). Continually, the developed longitudinal 
driver model (Chapter 4) and the simulation result for 
the fuel economy (Chapter 5) is analyzed. Finally, the 
last chapter is the conclusion of this paper. 
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Figure 1: Example of the different 6 drivers driving almost same drive-cycle (FTP72: see the chapter 5.1) 

 
2. TARGET VEHICLE 
In this paper, target vehicle is the PHEV with the 
TMED type. This chapter introduces the configuration 
of the used PHEV with TMED type. There are many 
possibilities of configurations in a parallel hybrid 
powertrain. However, two different configurations are 
applied to the most of the parallel HEVs in production, 
which are shown in Fig. 2. The TMED can separate the 
traction motor (MG2) from the engine by the engine 
clutch. Therefore, the TMED can provide the electric 
vehicle mode which the practical parallel hybrid 
powertrain cannot support due to the engine friction. 
The TMED also offers a number of advantages such as 
flexibility to mix and match different sized electric 
motors and transmissions to suit different vehicles, and 
utilizing an existing off-the-shelf transmission.  
However, due to the additional complexity and the 
increased degree of freedom in the energy flow of the 
hybrid powertrain, the TMED requires more 
complicated and subtle supervisory control to take 
advantage of the advanced configuration. In general, the 
achievable improvements of fuel economy in HEVs 
depend strongly on the implemented energy 
management strategy, which is major part of the 
supervisory control. The next chapter will explain the 
HCU applied optimal supervisory control algorithm for 
a TMED in the sense of minimization of fuel usage.  

 
(a) Practical parallel hybrid powertrain 

 

 
(b) Transmission mounted electric drive (Target 

Vehicle configuration) 
 

Figure 2: Parallel hybrid powertrain configuration 
 
3. HYBIRD CONTROL UNIT (HCU) 
In this chapter, The HCU and the ECMS algorithm are 
explained. The HCU is main controller to control the 
vehicle, in which energy management strategy that is 
the ECMS minimizing the equivalent fuel usage is 
implemented. 
 
3.1. HCU 
The hybrid control unit (HCU) is the main controller of 
the HEV which keeps the optimal driving condition as 
controlling each subsystem by observing the driving 
states of the vehicle for the optimal driving. 
Additionally, the subsystems are engine control unit 
(ECU), motor controller unit (MCU), transmission 
controller unit (TCU), battery management system 
(BMS) and voltage DC-DC converter (LDC). To be 
more concrete, the roles of the HCU are various and 
about 11s. First, starting a HEV with motor when 
turning ignition key or auto-stop or operating the 
starter-motor when no motor admitted, the next, 
assisting the engine torque by motoring when 
accelerating a HEV. Third, controlling the ratio of the 
transmission according to driving states, fourth, storing 
the electric energy by generation of the motor 
(regenerative breaking), fifth, stopping the engine when 
stopping with breaking after driving setting the D-range 
(auto-stop) or restarting the engine when non-zero 
accelerator pedal or zero decelerator pedal. Sixth, 
controlling the sliding at the slope, seventh, permitting 
the fuel cut and inject or not according to state of charge 
(SOC) and the ratio of the shift gears. Eighth, 
preventing the overcharging of the battery and limiting 
the motor torque. Ninth, control of the booster pressure, 
tenth, on/off control, generating of the LDC and voltage 
control. The last, inducing the eco-driving. Figure 3 is 
the block diagram of the HCU and subsystems. 
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Figure 3: Hybrid control unit (HCU) 

 
3.2. ECMS 

A real-time control strategy based on an 
instantaneous optimization needs a definition of the cost 
function to be minimized at each instant. Such a 
function has to depend only upon the system variables 
at the current time. Since the main control goal is the 
minimization of the fuel consumption, it is clear that 
this quantity has to be included in the cost function. 
However, based on the requirements of electrical self-
sustainability, the variations in the stored electrical 
energy (or state-of-charge, SOC) have to be taken into 
account as well. To deal with such aspects, various 
approaches have been proposed in this area. One-  
approach was used in the recently paper. It consists of 
evaluating the instantaneous cost function as a sum of 
the fuel consumption and an equivalent fuel 
consumption related to the SOC variation equivalent 
consumption minimization strategy (ECMS). In this 
case, it is clearly recognized that the electrical energy 
and the fuel energy are not directly comparable, but an 
equivalence factor is needed. The equivalence between 
electrical energy and fuel energy is basically evaluated 
by considering average energy paths leading from the 
fuel to the storage of electrical energy. If the overall 
efficiencies of the electrical and thermal paths were 
rigorously constant, such an equivalence would be 
theoretically exact. Since efficiencies vary with the 
operating point, this approach only allows the use of 
average values. 

In the real-time control strategy, the equivalent fuel 
consumption is evaluated under the assumption that 
every variation in the SOC will be compensated in the 
future by the engine running at the current operating 
point. The equivalent fuel consumption therefore 
changes both with the operation point and with the 
power split control, and its evaluation requires an 
additional, inner loop in the instantaneous optimization 
procedure, or the prior storage of the results in a look-
up table. 

A control of the ECMS is presented at Sciarreta 
paper. This paper has the similar ECMS method. It is 
based on a new method for evaluating the equivalence 
factor between fuel and electrical energy. This method 
does not require the assumption of the average 
efficiencies of the parallel paths, and it is based on a 

coherent definition of system self-sustainability. The 
ECMS is valid for different system architectures and 
types of machines involved. The advantage includes 
good control performance with comparing that obtained 
with conventional control strategies, the robustness with 
respect to the variation of control parameters, and the 
system behavior in case of steady operating point. 

 
4. LONGITUDINAL DRIVER MODEL 
The longitudinal driver model is developed for imitating 
the real driver behavior. This driver model presents 
three driver tendency, flexibility, sensitivity and 
competence. Also, PI controller control the accelerator 
pedal (AP) and braking pedal (BP), and making the 
shape of AP, BP by driving maneuver mode. 
 Chapter 4.1 explains the behavior of the driver model 
and chapter 4.2 introduces the representative driving 
pattern in more detail.  
 
4.1. The behavior of  the driver model 
Figure 4 is the developing driver model. The driver 
model follows the reference driving cycle and makes 
the shape of AP signal (APS), BP signal (BPS). The red 
box of the figure 4 is reference driving cycle with FTP-
72 speed profile. This model inputs are the vehicle 
speed, APS, BPS which have the blue line. The main 
control parameters have green, yellow, blue color box in 
the figure 4. The green box is making the APS delay 
(apdel). The figure 4 (g) depicts the vehicle speed graph 
changing the apdel. The behavior of the driver model is 
similar to competence of the drivers. The blue boxes are 
controller gains about AP, BP. Increasing the AP 
P_Gain (pa) effects the slope of the APS. This time, the 
behavior of the driver model is similar to flexibility of 
the drivers. Figure 4 (b) is APS example of the different 
flexibility. The yellow boxes are Bounds. The bounds 
related AP, BP control timing and vehicle speed error is 
reference. Bound1 is hb which decides activating AP, 
BP. If the hb is large amplitude, speed error is larger. 
Bound2 is lb which decides deactivating AP and 
Bound3 is blb which decides deactivating BP. Figure 4 
(e) presents the APS graph of changing the lb. 
Moreover, driving maneuver mode is made with 
SR_latch and integrator reset designs the anti-winding. 
 
4.2. The representative driving pattern 
The driving pattern is defined as three. This paper 
assumes that various driver’s characteristic are 
classified according to the flexibility, the sensitivity, the 
competence. These each patterns are orthogonal. 
Therefore, the each parameters of the driver model 
describes one pattern. Changing the pa describes 
Flexibility, changing the lb describes Sensitivity and 
changing the apdel describes competence. In this paper, 
parameter sets of the table 1 are used and its simulation 
results are figure 4. 
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Table 1: The parameter sets for the driver types used in the simulation 
Flexibility pa lb apdel 

Case1 5 -1 0 
Case2 8 -1 0 
Case3 11 -1 0 
Case4 15 -1 0 
Case5 22 -1 0 
Case6 30 -1 0 

Sensitivity pa lb apdel 
Case1 20 -5 0 
Case2 20 -1 0 
Case3 20 1 0 
Case4 20 2 0 
Case5 20 3 0 
Case6 20 5 0 

Competence pa lb apdel 
Case1 20 -1 0 
Case2 20 -1 0.5 
Case3 20 -1 1 
Case4 20 -1 1.5 
Case5 20 -1 2 
Case6 20 -1 2.5 
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(a) Vehicle Speed (Flexibility) 
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(b) APS (Flexibility) 
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(c) BPS (Flexibility) 
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(d) Vehicle Speed (Sensitivity) 
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(e) APS (Sensitivity) 
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(f) BPS (Sensitivity) 
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(g) Vehicle Speed (Competence) 
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(h) APS (Competence) 
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(i) BPS (Competence) 

 
Figure 4:  Vx, APS, BPS of the each patterns (used parameter in the table 1) 
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Figure 5:  Longitudinal Driver Model 

 
 

5. SIMULATION 
The proposed Advanced HEV supervisory control 
algorithm adapts the equivalence factor according to 
driver characteristic variation. The different driving 
characteristic represents the driving pattern and driver 
type (Case1 ~ Case6) according to changing parameter 
pa, lb, apdel. 
  Chapter 5.1 depicts the simulation environment 
applied defined driving pattern, Chapter 5.2 shows the 
simulation results. 
 
5.1. Simulation environment 
The co-simulation environment configures with 
aforementioned (Chapter 2, 3) target vehicle and HCU 
control algorithm in the figure 5. The developed target 
vehicle by Cruise sends signals of EMS, MCU, GCU, 
LDC, BMS, TCU to the HCU logic, and the HCU 
calculates the each signals by control algorithm. As a 

result, the final calculated EMS, MG, ISG, LDC, TCU 
commands transmit the target vehicle. Above step 
repeat each sample time. This simulation has sampling 
time 0.005 sec and uses the FTP-72 profile among the 
driving cycles. Fuel consumption a constant speed 
cannot accurately represent real driving conditions. 
Various drive cycles have been developed to simulate 
real driving conditions. The drive cycles are usually 
represented by the speed along with the relative driving 
time. Legislation drive cycles – all mass produced cars 
are subjected to before being authorized for sale in a 
particular market. The total mass of emissions produced 
during a particular drive cycle must be below a set limit 
decided by the legislating authority. The most common 
– the cycles used by the US EPA and the European ECE. 
Light-Duty Vehicles (Chassis Dynamometer), FTP72 – 
A transient test cycle for cars and light duty trucks on a 
simulated urban route with frequent stops (Federal Test 
Procedure) 

Proceedings of the Int. Conf. on Integrated Modeling and Analysis in Applied Control and Automation, 2012
ISBN 978-88-97999-12-6; Bruzzone, Dauphin-Tanguy, Junco and Merkuryev Eds. 109



 
Figure 5: Simulation Environment 

 
 
 
5.2. The simulation result for the fuel economy 
The result of the driver characteristic variation works 
the fuel economy. This chapter shows the simulation 
result for the fuel economy according to changing the 
driving pattern. Chapter 5.2.1 is the case applied the 
optimal equivalence factor for each driving tendency. 
Chapter 5.2.2 is the case applied the non-optimal 
equivalence factor for each driving tendency. These two 
cases fuel economy made by table 2, 3. 
 
5.2.1. The simulation for the optimal equivalence 

factor 
The optimal equivalence factors are found for the one 
case selecting among Case1~6 of the each driving 
pattern. Case1 (Flexibility), Case6 (Sensitivity), Case4 
(Competence) is simulated with it’s the optimal 
equivalence factor and the fuel economy is calculated. 
In order, the fuel economy is 17.281km/l, 21.901km/l, 
21.994km/l. 
 
5.2.2. The simulation for the non-optimal 

equivalence factor 
The equivalence factor sets selected in the chapter 5.2.1 

are exchanged each other. The fuel economy appears 
in table 2. Comparing the table 1 and table 2, the gap 
of the Max and min fuel economy is the 5.831km/l in 

the Case1 (Flexibility), is the 0.991km/l in the Case6 
(Sensitivity) and is the 1.846km/h in the Case4. 

The fuel economy simulation result shows that the 
optimal fuel economy is made by adapting the optimal 
equivalence factor according to the driver characteristic. 
 
Table 2: Optimal equivalence factor and fuel economy 

*Fuel economy unit : [km/l] 

 
Table 3: Non-optimal equivalence factor and fuel 
economy 

Flexibility Schg Sdis 
Fuel 

economy 
Case1 1.80 2.41 17.281 

Sensitivity Schg Sdis 
Fuel 

economy 
Case6 2.49 2.51 21.901 

Competence Schg Sdis 
Fuel 

economy 
Case4 1.78 2.87 21.994 
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Flexibility Schg Sdis 
Fuel 

economy 
Case1 2.49 2.51 11.450 
Case1 1.78 2.87 17.261 

Sensitivity Schg Sdis 
Fuel 

economy 
Case6 1.80 2.41 20.910 
Case6 1.78 2.87 21.226 

Competence Schg Sdis 
Fuel 

economy 
Case4 1.80 2.41 20.148 
Case4 2.49 2.51 20.190 

*Fuel economy unit : [km/l] 
 

6. CONCLUSION 
This paper presented the concept of novel adaptive 

ECMS and defined the driver types in terms of the 
parameter set of the longitudinal driver model which is 
developed. The effectiveness of the equivalence factor 
adaptation according to the driver characteristic 
variation is verified through the fuel economy 
simulation. The simulation result shows that each driver 
using the optimal equivalence factor has better fuel 
economy than the non-optimal equivalence factor. In 
conclusion, the ECMS parameter adaption for the driver 
characteristic variation has validity. 

In the future work, an algorithm identifying actual 
driver in real-time need to be developed, because this 
study analyzes the relationship between the offline-
defined driver type and the equivalence factor as an 
initial step of novel adaptive ECMS algorithm.  Taking 
a step forward, this study does not consider the road 
condition identification. Some pattern recognition 
algorithm for road condition identification can be 
combined with this study 
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ABSTRACT 
A model-oriented approach aimed at cost-effective 
development of autonomous agricultural vehicles is 
presented. Here a combination of discrete-event 
modelling of a digital controller and continuous-time 
modelling of the vehicle is used for co-simulation. In 
order to have confidence in the simulation results it is 
paramount to be able to relate the simulation results to 
the behaviour of the real system. The cost of physical 
tests is high and we argue that using such collaborative 
models is a cost-effective way to experiment with the 
most significant design parameters influencing the 
optimal system solution. The suggested methodology is 
exemplified on a Lego®Mindstorms®NXT micro-
tractor. Testing is performed based on measurements 
from a localisation system and internal sensors on the 
tractor. Our tests show that we are able to predict the 
performance with a high accuracy indicating that this is 
worthwhile for a full-scale model. 

 
Keywords: Auto-steering, Bond graph, Lego 
Mindstorms NXT, Vienna Development Method 

 
1. INTRODUCTION 
Modern agricultural machinery is gradually moving 
towards a higher degree of autonomous operation 
(Grisson et al. 2009). Global Navigation Satellite 
Systems (GNSS) in combination with other sensors are 
used to estimate the position of the vehicle. Operational 
tasks like ploughing, spraying and harvesting are 
commenced by the autonomous vehicle. A pre-planned 
route for the agricultural vehicle to follow for a specific 
broad-acre field is supplied in advance. The onboard 
auto-steering system then aims to adjust the current 
position so it gets as close as possible to the pre-planned 
route. The ability to automatically correct the position 
helps deal with physical conditions, such as the terrain 
(Fang et al. 2005), which may affect the vehicle’s 
movements in unpredictable ways. 

Methods to determine the precision of the vehicle’s 
control equipment have been proposed in a ISO test 
standard (DS-F/ISO/DIS 12188–2). Testing is 
performed over a period of more than 24 hours, 
repeating the testing scenarios multiple times. Full-scale 
testing of performance and operation is both time-
consuming and very costly. Utilising a simulated model 

of an agricultural machine and auto-steering system, 
could lower some of these costs. Relevant testing 
scenarios can be determined based on flaws found 
through evaluation of the simulations. These scenarios 
could then be tested to determine if they would produce 
similar results as in the real physical system. 

The aim of this work is to develop collaborative 
models of agricultural vehicles and their auto-steering 
systems, combining discrete-event models of control 
elements with continuous-time modelling of the 
physical elements and the surrounding environment. 
The Vienna Development Method (VDM) is utilised for 
discrete-event modelling of the vehicles control 
equipment and 20-sim is used as the continuous-time 
framework for modelling the tractor. In this paper 
collaborative modelling (co-modelling) is used to model 
a concrete physical system and its controller. 

The aim of this work is to develop collaborative 
models of agricultural vehicles and their auto-steering 
systems, combining discrete-event models of control 
elements with continuous-time modelling of the 
physical elements and the surrounding environment. 
The Vienna Development Method (VDM) is utilised for 
discrete-event modelling of the vehicles control 
equipment and 20-sim is used as the continuous-time 
framework for modelling the tractor. In this paper 
collaborative modelling (co-modelling) is used to model 
a concrete physical system and its controller.  

 

 
Figure 1: Overview of the micro-tractor and the co-
modelling method. 20-sim models the vehicle and 

VDM the control part 
 
An agricultural tractor system is a complex system 

to model, simulate and test. Many of the parameters in 
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such a complex system are unknown, making it difficult 
to verify the complete model based on testing and 
analysis. To simplify the process, a model and co-
simulation based on a Lego®Mindstorms®NXT tractor 
(micro-tractor) has been developed. The micro-tractor is 
a representative scaled model of agricultural machinery 
used to test and demonstrate autonomous operations. 

This prototype model of the autonomous vehicle is 
intended to provide an abstraction with key components 
in autonomous vehicle steering and explore alternative 
requirements and design decisions. 

The model of the system will provide the 
functionality to control the motors for the front and 
back wheels, using the inputs from motor encoders and 
Inertial Measurement Unit (IMU) in VDM. Subparts of 
the 20-sim model were modelled separately and 
combined after verification of each subpart 
(component). The output from the co-simulation model 
is the dynamic movements of the vehicle while 
commencing a pre-planned route. 

The article is structured as follows: a short 
presentation of the underlying method and technologies 
used for co-modelling and co-simulation is given in 
section 2. The case study with the scaled-down tractor 
and a short description of the proposed development 
process is provided in section 3. The verification and 
validation of the model in relation to the real physical 
system is found in section 4. Finally section 5 provides 
concluding remarks together with directions for future 
work. 
 
2. TECHNOLOGIES APPLIED 
Models of control systems can be complex when they 
account for many different scenarios. Testing the final 
model to determine the sources of a specific problem is 
complicated and time consuming. The work presented 
in this paper uses a methodology that integrates tests as 
an essential part of the development process. 

The idea is to discover errors and faulty 
assumptions at an early stage in the development 
process. It is expected that combined analysis and 
testing throughout the development will provide a good 
methodology for developing the multi-domain models.  

In the initial part of the development phase a 
subcomponent of the system is selected. This 
subcomponent is analysed and an initial sub-model is 
created. A test scenario will then be created to 
determine the sub-model’s accuracy compared to the 
actual setup. If flaws are found in the sub-model, 
extensions and improvements are made until the model 
represents the actual sub-component. 

After the subcomponents have been modelled 
independently they are put together as a first version of 
the system intended to be modelled. This model will 
then be tested using the same process as the sub-
models. The process is an iterative incremental 
development process that improves and extends the 
model. 

2.1. DESTECS and Co-simulation 
This paper is based on the DESTECS (”Design Support 
and Tooling for Embedded Control Software” (see 
www.destecs.org).) co-simulation technology (Broenink 
et al. 2010) that supports a model-based approach to the 
engineering of embedded control systems. Models are 
built in order to support various forms of analysis 
including static analysis and simulation — the latter is 
our focus here. 

The technology supports models where the 
controller and plant or environment is modelled using 
different specialized environments and tools. In 
particular, it supports co-simulation by allowing the 
collaboration of two simulation engines in order to 
produce a coherent combined simulation of a co-model 
of a digital controller expressed in a Discrete-Event 
(DE) formalism and a model of the plant/environment 
expressed in a Continuous Time (CT) notation. 

In order to link the DE and CT models together, a 
contract is established between them. The contract 
includes information about the shared design parameters 
as well as monitored and controlled variables 
exchanged between the two simulators. Once co-models 
have been constructed, they can be evaluated by co-
simulation. Evaluation is done using criteria’s chosen 
by the developer, intended to select the best candidate 
co-model termed Design Space Exploration (DSE). 

VDM is used for modelling DE controllers, and 
20-sim as the CT framework for modelling the 
environment. VDM Real Time (VDM-RT) is the dialect 
used in DESTECS (Verhoef et al. 2006; Verhoef 2009). 
Both VDM and 20-sim are well-established formalisms 
with stable tool support and a record of industry use. 

 
2.2. 20-sim and Bond graph modelling 
20-sim is a modelling and simulation tool, developed by 
Controllab Products in the Netherlands. The tool is able 
to model complex multi-domain dynamic system, such 
as combined mechanical, electrical and hydraulic 
systems. 20-sim models (Kleijn 2006) may use iconic 
diagrams, Bond graphs and equation models. Iconic 
diagrams generally contain a sub-model based on 
equations or Bond graph models. In this context a sub-
model means a part on the overall model describing a 
dynamic system. 

Bond graphs are a type of directed graph 
representing the idealized power flows in a dynamic 
system (van Amerongen 2010). Every element in a 
Bond graph is represented by a multiport, describing a 
subpart (sub-model) of the system. The connections 
between sub-models, called bonds, represent the 
exchange of energy. Each port element describes the 
energy flow, using the product of the variables effort (e) 
and flow (f). The meaning of different ports elements 
changes based on the current system domain. In an 
electrical domain (e) and (f) could represent voltage and 
current and in a mechanical domain torque and angular 
velocity. This abstraction of ports provides a huge 
advantage, in terms of reuse and movement between 
different physical domains. 
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Figure 2: Motor representations using iconic diagrams. 

 
An iconic diagram representation of a DC-motor 

can be seen in Figure 2(a). In a Bond-graph terminology 
voltage source would mean an effort source for the 
motor system. In Figure 2(b) the bond-graph represents 
the Direct Current (DC)-motors mechanical and 
electrical domains. In the electrical domain the I-
element represents the inductance Lm and R the 
resistance Rm connected to the electrical 1-junction. The 
gyrator GY relates the effort and flow between the 
electrical and mechanical domain. In the mechanical 
domain the R-element represents the internal friction Bm 
and the I-element the moment of inertia Jm. In the bond-
graph model i represent the current and w the rotational 
speed of the DC-motor. 

 
2.3. The Vienna Development Method 

The 20-sim tool environment also provides 
techniques to allow for mixed modelling and simulation 
of digital controlled physical systems. Using the 
equation models different discrete-event scenarios can 
be simulated and tested. This provides the ability to 
simulate both continuous and discrete time events of a 
dynamic system. Most modern digital control systems 
are complex and hard to model in a single model block. 
The 20-sim tool provides the ability for external 
software to connect and communicate with a specific 
model. An external environment could therefore be used 
to model the discrete time event parts of a dynamic 
model (Fitzgerald et al. 2011). 

VDM is a formal method for specification, 
analysis, modelling and identification of significant 
features in a computer system. VDM originate from 
work done at IBM’s Vienna Laboratory in the 1970’s 
on semantics of programming languages (Bjørner and 
Jones 1978). VDM provides the ability to model at a 
level higher of abstraction, than is realizable in a normal 
programming language. Validated models can then be 
turned into a concrete implementation in a 
programming language. The current tools focus are to 

provide modelling and analysis techniques used for 
simulation rather than proof checking. VDM tool 
support is provided by the open-source Overture tool 
(Larsen et al. 2010). 

The demands and assumptions about the system 
intended for modelling is a significant part, when 
describing the functionality of the system. Functionality 
is performed on different data types, ranging from basic 
type like Booleans, tokens, integers and real numbers 
and collections such as sets, mappings and sequences. 
Functions can be either implicit or explicit specified in 
VDM, for a modelled system in terms of describing the 
relations. The VDM functionality has been extended to 
include the Object-oriented structuring (Fitzgerald et al. 
2005) using the VDM++ extension. For VDM to be 
used in a real-time embedded system context, it requires 
explicit modelling of computation time. The capabilities 
to describe real-time, asynchronous, object-oriented 
features are provided in the VDM-RT extension. Using 
the VDM formalism for both control and modelling of 
the environment is not an ideal solution, since the CT 
environment would be expressed in DE formalism 
based on simplifying assumptions. A co-simulation with 
a CT event tool would be a significant improvement, in 
terms of simulating the VDM controller. 
 

3. THE MICRO-TRACTOR CASE STUDY 
The micro-tractor was developed to represent an 
average 150 bhp tractor. A scale ratio of 1:14 was used. 
The micro-tractor is described in (Edwards et al. 2012). 

The micro-tractor’s steering range was between +/- 
30 (degrees) and controlled by an NXT servo motor and 
gearbox. 

 

 
Figure 3: Sketch of the micro-tractors steering and drive 

components. 
 
The rear wheels were powered by another NXT 

servo motor. A differential gear was used on the drive 
axle to allow the wheels to turn at different speeds and 
reduce slip (see Figure 3).  

The navigation sensor is the CruizCore R 
XG1300L IMU. The IMU measures heading of the 
micro-tractor based on relative initial heading. The IMU 
contains a single axis MEMS gyroscope and a three axis 
accelerometer. The signals from these sensors are 
processed onboard the IMU.  

 

Proceedings of the Int. Conf. on Integrated Modeling and Analysis in Applied Control and Automation, 2012
ISBN 978-88-97999-12-6; Bruzzone, Dauphin-Tanguy, Junco and Merkuryev Eds. 114



3.1. Co-simulation 
A co-simulation engine is responsible for exchange of 
shared parameters and variables between the CT and 
DE models. The co-simulation engine coordinates the 
20-sim and VDM simulation by implementing a 
protocol for time-step synchronisation between the two 
simulation tools. A contract defines the parameters and 
variables to be exchanged during simulation as 
illustrated in Figure 4. Here the start and stop times of 
the co-simulation are shared, to ensure common 
reference. The micro-tractor (CT Model) updates the 
shared angle parameters of the motor encoders and IMU 
and the controller (DE model) drives the shared input 
parameters the motors. 

 

 
Figure 4: Co-simulation engine and synchronisation of 

the CT and DE simulation. 
 

3.2. Bond graph model 
The motor is modelled as the first component of the 
vehicle model, since it is used for control of both drive 
and steering. 

To exemplify the development method, the motor 
subpart will is described in detail. The NXT controls the 
average voltage output to the motors using Pulse Width 
Modulation (PWM). This makes it possibly to compare 
input/output between model and actual Lego DC-motor: 
A representation of a bond graph DC-motor model can 
be seen in Figure 2(b). 

To test if the model works as intended, the bond 
graph is supplied with motor parameters for the Lego 
DC-motor. An impulse-function (0V-7.4V-0V) is used 
to apply a voltage to both Bond graph and real DC-
motor.  

 

 
Figure 5: Impulse test of DC-motor model and real 

system. 
 

 
From the plot in Figure 5 it can be seen, the plots 

correlate to a high degree. Based on these findings, the 
DC-motor bond-graph is accepted and development on 
other subparts is initiated. 

A similar methodology is applied when modelling 
the remaining components in 20-sim. 

The controller is connected to the DC-motor 
implementation, providing the interface for 
communication with VDM. Gearing for steering and 
drive components are modelled using Transformer TF 
elements. Each TF element corresponds to a gearing 
ratio effort with effort out causality. A Bond-graph 
equivalent of a spring damper (Cg , Rg) system is used 
to model the effects of rotating gears using a 0-Junction. 

Change in angle of the front wheels are represented 
using a friction and moment of inertia (Bfwheel, J f_wheel). 
Interactions between wheels and ground plane are only 
considered for a smooth surface to keep the complexity 
of the model down. 

Only the longitudinal effects on the wheel are 
considered, since tire-road normal effort (Merzouki et 
al. 2007) is expected to be minimal. Effects of the 
wheels moment of inertia is represented with a 1-
junction and an I-element Jb_wheel. A TF-element 
converts between rotational and linear speed. A spring-
damper system (Cb_wheel , Rb_wheel) is used to represent 
the longitudinal surface interaction with the wheel 
contact-point. 

 

 
 Figure 6: The micro-tractor model in 20-sim.  

A combination of bond graphs and iconic diagram 
blocks are used for modelling the micro-tractor. 
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To combine the dynamic effects of the back and 
front wheels a first order bicycle model (Figure 7) has 
been chosen. The first order bicycle model is a pure 
kinematic model (Rovira M Rovira Más et al. 2011) of 
the chassis movements, without regards for the forces 
acting on the body. 

 

 
Figure 7: Bicycle vehicle model used to model the body 

of the micro-tractor. 
 
Translational speed (V) from the back wheel in 

combination with the rotational speed (δ) of the front 
steering system is used as input for the model. 

 
Equation (1), (2) and (3) are used to calculate the 

vehicle rotation and speed in x,y direction in a global 
reference frame. 

 

 
 
D represents the distance between front and back 

wheels, δ the orientation of the front wheels. To 
represent backlash in the steering system Gaussian 
noise is added to the rotational change. 

A Bond graph model of backlash in the front wheel 
orientation is not incorporated, since modelling of the 
external forces on both front wheels would be needed. 
Position and orientation of the vehicle over time is 
calculated using numerical integration of equation (1), 
(2) and (3). The positioning and orientation of the 
vehicle is the intended output from the model. 

 
3.3. VDM model 
The discrete event control system modelling the NXT’s 
steering of the micro-tractor is modelled in VDM-RT. A 
pre-planned route is given to the autonomous system. 
This route is used when the micro-tractor commences 
its task in an area. 
The route is based on a collection of continuous curve 
elements. Each continuous path element is either a line 
segment or circular arc with constant radius, containing 
a start and stop waypoint (Bevly 2009).  

The micro-tractor is aware of its current position 
and is able to use this information when following the 

route. A route-manager ensures that each route segment 
is performed in the order described in the route. The 
VDM model uses invariants and pre and post-conditions 
to ensure only a viable route and route segments are 
commenced. The description is given to provide the 
reader with a perspective of what the VDM capabilities 
could be used for. Details of the route-manager will not 
be given in this paper but similar systems can be found 
in (Fitzgerald et al. 2005). 

When a route element is commenced a control loop 
is needed to keep the micro-tractor on track. In this 
model the inputs from the back-motor encoder and the 
IMU is used to determine the current position and 
orientation. The model for executing a line function 
segment can be seen in Listing 1. 

 
class controlStraight 

 
instance variables 
public rotations: real; -- 20-sim variable 
public ImuOrient: real; -- 20-sim variable 
P: real; --proportional control factor 
MotorOutput: real; -- output value in % 
distance: real; -- distance to travel 
wOrient: real; -- Wanted orientation 
 
operations 
public ControlStep: () ==> () 
ControlStep() == 
( if abs rotations >= 
distance/(2*MATH‘pi*R_BACK_WHEEL) 
then drivingMotor := 0.0; 
else driveMotor := MAX_OUTPUT*MotorOutput; 
steerMotor := MAX_OUTPUT*P*(ImuOrient-
wOrient) 
); 

 
thread 
periodic(10E5,0,0,0)(controlStraight); -- 100Hz 
end controlStraight 
Listing 1: VDM++ model of control loop for driving a 

straight.path. 
 
A line segment is followed until the distance 

between start and stop point is reached. The control 
loop allows the micro-tractor to steer off track, since 
any positioning error is accumulated. A more advanced 
control system could compensate for this and is 
intended for the future. 

 
4. MODEL VERIFICATION AND VALIDATION 
Measurement data from the testing of the micro-tractor 
is compared against the vehicle co-model to determine 
the accuracy of the co-model. To accomplish this task 
measurement data from an external source is compared 
against data from the co-simulation. The testing, 
measurement method and results thereof are presented 
in this section. 
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4.1. Test scenario 
The testing will determine the difference between the 
actual system and the co-simulation, in terms of 
position and orientation. Running the same route-
scenario in will make them comparable and provide a 
means of comparing different parts of the route. Testing 
is performed on a route with 3 straight segments of 2-3 
meters and 2 circle arcs in opposite direction. A more 
complex route with more route-segments could 
introduce larger accumulative errors in terms of 
position.  

Since this is not taken into account in the current 
co-model, comparison would clearly fail. The selected 
route ensures the testing is done for movements with 
different rotational speeds θ of the micro-tractor body, 
which is a major part of the micro-tractor dynamics. 
The model parameters used in the co-simulation of the 
bicycle vehicle model are given in Table 1. 

 
Table 1: Testing and co-simulation parameters 

Sub-
system 

Parameter Values 

 
Motor: 

Rm = 5.2637(Ω) 
km = 0.4952 
Jm = 0.0013(kgm2) 

Lm = 0.0047(H) 
Bm=6-4 Nm/(rad/s) 

Gearing: TFg1 = 20/28 
Cg = 10-5 

TFg2 = 3/70 
Rg = 10-5 

Back- 
Wheels : 

Jwheel = 3.67-6 

Cb_wheel = 1.1µ 
rb_wheel = 0.0408(m) 
Rb_wheel = 0.3 

Body: m = 2.2374(kg) D = 0.175(m) 
 

Parameters with the equal value in Figure 8 like k_m_1 
/ k_m_2 is represented with same symbol (ex km). 

 
4.2. Testing equipment 

To determine the position of the micro-tractor over 
time the iGPS system from Nikon is used. iGPS 
measurement technology is a laser-based indoor system 
with optical sensors and transmitters to determine the 
3D position of static or moving objects. The iGPS 
technology is based on internal time measurements 
related to spatial rays that intersect at sensor positions in 
the measuring area. The iGPS measurement system has 
been evaluated in experimental studies (Depenthal, 
2010) of the capabilities for tracking applications.  

 

 
Figure 8: Nikon iGPS receiver mounted at the micro- 

tractors CoR (a) and transmitter used in the testing (b). 

 
The intention is to use the iGPS technology to 

evaluate full-scale autonomous agricultural vehicles 
based on the ISO. The system is able to measure the 
micro-tractor position over time to provide capabilities 
for direct analysis of auto-steering system.  

The iGPS sensor is mounted on top of the micro-
tractor close to the Centre of Rotation (CoR) (see in 
Figure 8(a)). Using the CoR as measurement point 
ensures measurement data is comparable directly with 
co-simulations. The vehicle was driven at 20% of full 
motor power output when running the pre-planned 
route. The low motor-output was chosen to ensure safe 
driving, when using the iGPS sensor system. 

The testing was repeated 10 times to account for 
any variation in performance.  

 

 
 

Figure 9: Measured and simulated path of the micro-
tractor. Measured path shows the variation in 10 runs. 

 
Figure  shows the micro-tractor drifts in position 

but keep it’s heading throughout the path. The small 
variations in angle can mostly be described to variation 
in initial placement, since the IMU is a relative sensor 
any misalignment is kept throughout the path. These 
initial misalignments are not part of the simulation, 
resulting in a path moving in the middle of the actual 
measure paths. 

Position measurements are determined to have a 
precision of 0.4-0.5 mm, based on estimates provided 
by the iGPS system. 

 
5. CONCLUDING REMARKS AND FUTURE 

WORK 
Based on testing of the current co-model it can be 
concluded, that the model can emulate the basic 
performance intended for the micro-tractor. Visual 
presentation of results and comparisons show a high 
consistency between actual system and co-model. The 
current model can be seen as a first step towards a full 
scale co-model of an autonomous agricultural vehicle. 
Different routes can be tested in the co-model, to 
determine their efficiency on the actual system. The co-
model will allow for detailed analysis, without the need 
to start the process of the testing each time. 
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The need for testing can be diminished significantly 
and thereby saving development costs. The 
development process has shown exemplary initial 
results, to produce dynamic models. Splitting design of 
the model into smaller steps helps ensures sub-part 
errors could be determined easily throughout testing. 
Experience from this project has indicated an iterative 
modelling method with testing to be a beneficial 
development and modelling approach. 

Continuing to use the current approach to model 
development is therefore seen as a promising way of 
continuing the development. 

The current version of the co-model is used to test 
and develop more advanced control algorithms for the 
micro-tractor driving and steering system. Only selected 
versions of the control system need to be tested on the 
actual system, to confirm any improvements. Obtained 
measurements could be used to improve the model, 
should a different result be produced in the testing from 
simulation using the co-model. Many errors and 
shortcomings in the control loop can also be tested 
using the co-model to determine their source and 
provide the mean to test solutions to the problems. 

The co-model currently has a number of 
shortcomings in terms of describing the dynamics 
between the front and back wheels. At the current state, 
a kinematic description is used to describe the overall 
changes to the vehicles placement and orientation. 
Forces acting on front and back wheels need to be 
described in more detail in the co-model to account for 
their interaction. The forces introduced by the back 
wheels when rotating and thereby driving the vehicle 
forward influences the front wheels and the backlash 
introduced in the orientation. Occurrences of backlash 
are seen when the micro-tractor is moving in a straight 
line in figure 9 as small changes in orientation over 
time. Body rotation of the vehicle introduced by the 
front wheels will introduce forces on the back wheel 
and the differential gearing drive. Accounting for these 
factors is expected to provide a model able to run more 
complex route scenarios and provide a reliable estimate 
of the real system.  

These improvements to the model are planned to 
be part of the next stage of the co-model development. 
Later versions should also account for the external 
factors like uneven terrain and 3-dimensional 
movement. 
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ABSTRACT 

This work presents the development of a mathematical 

modeling of a 500 We PEMFC fuel cell stack 

(MCC500) system combined with a dc-dc enhanced 

potential output converter. The MCC500 was developed 

at IPEN (Nuclear and Energy Research Institute) and 

the company Electrocell, using Brazilian technology 

exclusively. Mathematical developments and modeling 

have been performed, relying on experimental data 

collected at IPEN laboratory. The first step was to 

prepare an electrical system (pre-design) for the 

proposed model, which included the MCC500 

parameters, like: membrane ohmic resistance, activation 

resistance, electric double layer capacitance, open 

circuit potential, as well as DC-DC converter 

parameters, like the inductor and the transistor 

switching frequencies. Using the obtained parameters 

and a linear differential equation system with some 

mathematical manipulations, an electrical system model 

was determined. Simulations experiments demonstrated 

that the system was very stable. This contribution 

showed to be very important tool to generate useful 

potential for practical purposes, increasing the overall 

system electrical efficiency. 

 

Keywords: Fuel Cell and Hydrogen.  Fuel Cells System 

Model.  Energy Efficiency.  Mathematical Modeling.  

 

1. INTRODUCTION 

Electricity, as well as all other energy forms, has played 

a strategic role at the population life quality indicators, 

increasing every day in importance (Adam 1991). 

Despite its huge social and economic relevance all 

activities related to energy exploration, production, 

distribution and use cause environmental impacts, 

concerning the substances that can release into the 

atmosphere, the water sources and the soil, endangering 

the health and survival any terrestrial ecosystem. The 

various energy systems steps are closely related to each 

other and to all mankind development.  

There is a growing need to find solutions to the 

related negative effects of the energy production 

processes chain, with goals to minimize the social, 

environmental and economic injuries (Szwarc 2007). 

The desirable characteristics for power sources are: 

clean, renewable, low noise emission, low operating 

costs, reliability, among the others desirable 

characteristics. Among the options for power sources 

from renewable sources and environmentally 

sustainable is the hydrogen gas, which has been used as 

an energy vector therefore, it is electricity energy 

storage for many energy sources types, it can be 

obtained from several energy processes (Linardi, 2010). 

Three main options may be addressed:  

 

1. The first is the hydrogen production by water 

electrolysis, from use the electricity production 

excess from photovoltaic panels, wind 

generators, hydro, geothermal and nuclear 

power plants. 

 

2. The second, through the energy use from 

biomass gasification and  further purification, 

such as garbage, sewage, as well as the forest 

production remains, agribusiness and 

agriculture. 

 

3. The third energy process, which has found a 

higher economic viability in the present day, is 

supported on catalytic reforming and 

gasification processes that lead to improved 

efficacy and reduce the fuel pollution potential 

already in use, such as ethanol, biodiesel, coal, 

oil and natural gas. The Brazil Hydrogen 

production tends to grow building on 

bioethanol (Brown, 2001), (Liguras et al., 

2004; Vaidya and Rodrigues, 2006; Linardi, 

2010). 

 

An option for power generation, supported on hydrogen 

is the power module of PMFC Fuel Cells technology-
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based. According to the DOE's Fuel Cell Technologies 

Market Report (DOE, 2011), PEM fuel cells ranging 

from 0.5 kW to 2 kW were suitable and indicated for 

residential applications, such as uninterruptible power 

supply and for combined heat and power supplying. 

Since the 2010 decade, 0.5 kW to 2 kW PEM fuel cell 

modules were available in the market, being 

commercialized for these stationary applications by 

Horizon and ClearEdge Power, among other companies. 

The choice of Mathematical Modeling developed for 

the 500 W PEMFC module in this present work was 

determined by these facts, although there were also 

recent mobile applications for this fuel cells class 

reported on the literature (Shang and Pollet, 2010). 

These facts attest that it is extremely necessary to 

detail further systems studies, like developments based 

on fuel cells power modules and other renewable and 

environmentally sustainable technologies (Schoots et. 

al. 2010). 

 

 

 

2. OBJECTIVES 

The two main objectives of this work are:  

 

1. Development of a mathematical modeling for a 

system including a PEM fuel cell stack 

(MCC500) combined to a dc-dc enhanced 

potential output. 

2. Perform simulations using the mathematical 

model in order to enable the dc-dc converter to 

raise the bus potential and keep it constant, 

through the computer simulation on Matlab7
®
 

(Mathworks 2007). 

 

3. STATE OF THE ART 

 

3.1 The PEM Fuel Cell Stack - MCC500 
The fuel cell is a direct electrochemical power converter 

(Wendt et. al.  2002). At a PEM fuel cell type, two half-

cell reactions occur simultaneously, with an oxidation 

reaction (losing electrons) at the anode and a reduction 

reaction (gaining electrons) at the cathode.  

These two reactions account for the oxidation-

reduction reactions at the device, resulting in water 

formation, due to external fed gaseous hydrogen and 

oxygen combination, releasing thermal and electrical 

energy, this one flowing to an external circuit 

(Kinoshita 2001).  

At the anode, the hydrogen molecules come into 

contact to the platinum catalyst sites (adsorption) on the 

gas diffusion electrode surface. The hydrogen 

molecules break their bonds at the platinum surface to 

form weak links H-Pt. Each hydrogen atom loses its 

electron to an external circuit, connected to a load, to 

meet the oxygen ions at the cathode. In turn, the 

hydrogen ions associated with water (H3O
+
) passes 

through the proton exchange membrane, reaching the 

cathode (Linardi 2010).  

At the cathode, the oxygen molecules come into 

contact with the platinum catalyst on the gas diffusion 

electrode surface. The Oxygen molecules adsorb at the 

platinum electrode surface, where the oxygen-oxygen 

bond (O-O) is weakened, and so conditions for the 

reduction reaction are created. Each oxygen atom then 

combines with two electrons and two hydrogen ions to 

form a water molecule. The platinum catalyst at the 

cathode gas diffusion electrode is now free to weaken 

new oxygen molecules bonds (Spinacé 2003). 

Practical system design requires higher power 

output than available in a single cell, accordingly, 

several cells in series association is necessary, named 

stack, as shown on figure 1, to reach this requirement. 

 

 
 

Figure 1: Schematic PEM Fuel Cell Stack (Adapted 

From Kinoshita 2001).  

  

3.2 The MCC500 Developed at IPEN 

The called MCC500 system, as shown at figure 2, is a 

stack composed by 10 single fuel cells in a series 

association. The produced electrodes could have, each, 

until 144 cm
2
 of geometrical area, depending on the 

employed technology. In this work 10 electrodes of 144 

cm
2
 area were fabricated by the IPEN-Screen Printing 

Method (Boniface 2011), to be applied to the MCC500 

system. 

The IPEN-Alcohol Reducing Process was used to 

produce the Pt/C nano structured electrocatalysts in the 

gas diffusion electrodes (anode and cathode) (Spinacé 

2003). 

For the bipolar plates design, a computational 

simulation of fluid dynamics on gas flow channels was 

used (Cunha 2009). 

In this way, a pre-commercial 500 We PEMFC 

power module was developed, as support for the 

distributed electricity generation industry, using only 

Brazilian technology. The Brazilian company 

ELECTROCELL also contributed to the stack design; 
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bipolar plate production; sealing, cooling systems and 

cells assembly.  

 

 

Figure 2: MCC500 Photography Developed at the IPEN 

and Electrocell
®
 Laboratories. 

 

Previous MCC500 tests showed stable operation, 

achieving the output power of 500 We (77.7 A, current 

at 6.43 V). The device also showed to be able to 

produce a maximum power of 574 We. For heat 

recovery studies, it was estimated that the thermal 

power output developed by MCC500 was 652 Wt, at 

500 We nominal power. The total stack materials cost 

was estimated to be around US$ 2,531.70 (Cunha 

2009). 

 

3.3  DC-DC Step-up Converter with Enhanced 

Potential Output Converter 
The DC-DC converter is able to receive the electrical 

potential produced (generated) at MCC500 and make it 

available on relatively stable potential for the load use, 

and thereby improve the conversion efficiency, 

especially when demand is high and the potential 

generated are small, as shown on Figure 3. 

 

4 METHODOLOGY 

 

4.1 Stability Analysis 

In the development of stability analysis, two forms of 

Nyquist Methods were used. The simulation using 

Matlab7
®
 computational program proved to be very 

effective in determining system behavior and in 

allowing the evaluation of either the output potential 

elevation or the computational disturbance stability. The 

system showed to be very stable both by the 

characteristic equation Root Locus Analysis and by the 

Nyquist Mapping Theorem (Jonckheere et. al. 2002). 

 

4.2 The Mathematical Model Development of the 

DC-DC Enhanced Potential Output Converter 

(DC- DC Step-up Converter) 
The dc-dc converter mathematical modelling began 

with a preliminary design of an electrical system, 

requiring additional steps, as follows:  

1. Elaboration of the required polarization curve from 

current and potential measurements on the 

MCC500 stack, as shown by Figure 3. 

2. Determination of the stood up parameters: 

inductance of the DC-DC converter inductor (L); 

the MCC500 electric double layer capacitance (C); 

the MCC500 membrane ohmic resistance (R1); the 

MCC500 resistance activation (R2), open circuit 

potential (E), as shown by Figure 4. 

3. Combination of the parameters using some 

mathematical manipulations and the linear 

differential equations system, combined with 

mathematical calculations and module parameters 

(SR-12, Avista Labs). These data permit the 

electrical system lifting and support the 

parameterized circuit diagram form for the model 

presented, as shown by Figure 4 and table 1. 

 

 

 

Figure 3: The PEM Fuel Cell Stack - MCC500 

Polarization and Power Curves, (Adapted from Cunha 

2009). 

 

 

Figure 4: Schema of the Electrical Model for the 

MCC500 with Dc-Dc Converter, Parameterized to 

Control the Load Bus Potential, Author.  
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4.3 Simulation of the Converter Potential to 

Increase Capacity and Keep it Constant 

This step was started by defining to apply the steps and 

pulses number. Then the program routine was 

developed and the assisted simulations on Matlab7
®

 

were carried out, culminating with the graphic form and 

table to results presentation. 

 

5 RESULTS AND DISCUSSION 

 

5.1 Determining the inductor to the system  

 

The inductor (L) was obtained based on the equations 

(1) to (6) as described by Ahmed (2000) and Linardi 

(2010), and the data in the table (1) and (2), where (Ton) 

corresponds to half the period of the transistor switching 

frequency (fsh), (T) was period of the transistor 

switching frequency, (Eop) was the value of the standard 

potential operation, (Ipp) was the current ripple that was 

allowed the peak to peak for the inductor, (ge) was the 

static gain, (D) was the commutation duty cycle, (Vi) 

was the linear initial potential, (Lmin) was the  minimum 

inductor value for warranting continuous current 

conduction into the diode, (Ro) was the load nominal 

resistance, and (Vo).was the stable potential in load bus. 

 

g e =
V

o

V
i                  (1) 

 

D =
g

e
� 1

g
e                 (2) 

 

T
on

(s )= D .T
                (3) 

 

L
min

(H )=
R

o
. T

on
. (1 � D)2

2
              (4) 

L ( H )=
E

o
. T

on

I
pp                (5) 

Table 1: Date of the SR12, Avista Labs  

Technology      PEMFC 

MEAs       48 

Open Circuit Potential (Module)  48 V  

Electric Double Layer Capacitance   0.015F 

Electric Double Layer Mean Charge   0.72 C 

Nominal Power     500 We 

 

Table 2: Date of the MCC500 and Electrical Model  

Technology      PEMFC 

MEAs       10 

Area       144 cm
2
 

Nominal Power     500 We 

Open Circuit Potential (Module) E  9.8 V 

Nominal Potential (Module)  6.43 V  

Potential (Regulated) in load bus Vo 14.4 V 

Linear Low Potential VL   5.3 V 

Nominal Current  (Module)  77.7 A 

Load Mean Current Io   34.6 A 

Potential static gain ge   2.7 

Efficiency       43.4% 

Operating Temperature    65 ° C 

Electrolyte Resistance R1    29.1 mΩ 

Activation Resistance R2    14.9 mΩ  

Load Resistance Ro    417.7 mΩ 

Load Capacitor C2   0.005F 

Electric Double Layer Capacitance C  0.0367F 

Inductor Lmin     360 pH 

Inductor L     228 µH 

Transistor Switching Frequency Period T 20 µs 

Transistor Switching Frequency Period Ton 12.6 µs 

Duty Cycle D    0.63 

 

5.2 The Electrical Model 

The electrical model is based on the inductor current 

coming from the MCC500 module, as shown by figure 

4. 

The six system equations on the time domain (t) 

and one equation on the complex domain frequency (s) 

were provided. Results were then obtained as described 

on the following steps:  

Equation 7 inserted the increase due the 

modification in duty cycle (complementary, D’ and 

d’(t)) on the transistor step or impulse by the controller; 

 

D ' =
T

off

T
                (6) 

 

d ' (t ) = D' � ∆d (t )               (7) 

 

Equations 8 to 10 showed algebraically the change 

that occurred in the inductor current i (t) and in the 

regulated potential of load bus vo (t) and in the electric 

double layer potential vc (t) by the controller step or by 

impulse; 
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i (t ) = I +  ∆i (t )                 (8) 

 

vo (t ) = V o � ∆ vo (t )
                (9) 

 

vc (t ) = V c � ∆vc (t )
              (10) 

 

Equation 11 showed the MCC500 current in the 

electric double layer, due the potential variation by the 

variation during the time. 

 

 

C . dv c (t )
dt

= i (t) �
vc (t )

R
2               (11) 

 

Equation 12 showed the capacitor (C2) current, 

due to the potential variation by to the variation during 

the time. 

 

i2(t ) =
C2 . dv o ( t )

dt
= d ' ( t ) . i (t ) �

vo (t )
R

o  

                   (12) 

 

Equation 13 showed the potential differences 

algebraic sum along the closed path, including C; 

 

 

E � d' (t ) . vo (t ) =
Ldi (t )

dt
+ R

1
i (t ) + v

c
(t )

 

                   (13) 

 

Equation 14 showed the MCC500 current in the 

electric double layer ic (t) current, due to the potential 

variation by to the variation during the time. 

 

ic (t) =
C . dv c (t )

dt
= i (t)� i R2(t)

 

                   (14) 

 

 

 

Equation 15 showed the MCC500 current in the 

electric double layer resistor (R2), due the potential 

variation by the variation during the time. 

 

i R2(t) =
vc (t )

R
2  

                   (15) 

 

Equation 16 showed the switching frequency 

period (T), during the static duty cyrcle. 

 

 

T (s)= T
on

+ T
off  

                   (16) 

 

The system composed by equations 1 to 16 is 

designed to support the Kirchhoff potentials law (the 

potential on closed path sum is always equal to zero), as 

described as by Nahvi and Edminister (2011). Equations 

6 to 10 were obtained from Granville (1998). Equation 

17 originated by solving the equations 7 to 16, wherein 

the DC terms, in the time (t) were excluded. 

Immediately after this operation was used Laplace 

transformation, and the result was showed in the 

frequency domain complex (s). Then, the terms have 

been grouped together as a function of (s), as showed in 

Literal Equations 17, and 17a to 17g, Close (1980) and 

Nahvi and Edminister (2011). 

 

G (s )=
∆v

o
( s)

∆d ( s)
=

V
0

.(n1+n2+n3)

D' .(d 1+d 2+d 3+d 4)  

                   (17) 

 

n1 = s
2
. L .C . R2  

                 (17a) 

 

n2 = s. {( D'
2

. Ro . C . R2 � L � C . R1 . R2)}
 

                 (17b) 

 

n3 = D '
2

.Ro �R1�R2  

                 (17c) 
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d 1 = s
3
. L . C . Ro . R2 . C2  

                 (17d) 

 

d 2 = s
2
.(L . Ro .C 2+L.C.R2+Ro . R1 . R2 .C . C2)  

                 (17e) 

 

d 3 = s .(D '
2

. Ro. C .R2+L+R1 . R2 .C+Ro . R1. C2+Ro . R2 .C 2)  

                 (17f) 

 

d 4 = D '
2

. Ro+R1+R2  

                 (17g) 

 

Using this methodology, a transfer function was 

obtained coupling experimental data obtained from the 

power module and some mathematical transformation 

as shown by Figure 4 and tables 1and 2. 

The final result is shown in equation 8. 

 

G (s )p=
∆v

o
( s )

∆d ( s )
=

V
0

.(n1 . n2)

D' .(d 1+d 2)  

                  (18) 

 

n1 = 25.3815.10
3

 

                  (18a) 

 

n2 = s
2+s.1.8225.10

3+108.2598.10
3

 

                  (18b 

 

d 1 = s
3+s

2
. 2.4352.10

3

 

                  (18c) 

 

d 2 = s.1.3536.10
6+286.1094.10

6

 

                 (18d) 

 

5.3 Simulations Using the Mathematical Model  

The simulation performance result of mathematical 

model could be seen in Figure 5 and Table 3. Then to 

this it was used the mathematical model described in 

equation 18. It was shown that the end of 10 cycles of 

operation of the control system is increased the potential 

for the desired set value. 

The horizontal axis indicates the time in seconds 

and the vertical axis the potential correction in volts, 

due the action of system control. The blue curve 

represents the response to a control step 0.0952 V 

applied to the first cycle of 50 kHz operation. 

The simulation began with the definition of gains 

to be applied to the mathematical model, the potential 

sensor, the pulse width modulation controller (PWM). 

Then, it was adopted for the mathematical model the 

value of 0.095 V by the control step, in this case the 

gain of the plant model was 0.01G (s), and by way of 

simplification, the sensor and the gains of the controller 

PWM were modeled with unit values. 

As shown in Table 3 it could be seen that in the 

course of 10 cycles, the system reaches the set point, 

showing that the setting adopted was successful. 

As showed as on Figure 5 for the applied step, it 

can be seen that, from start, 90% of the additional set 

occurs on 2 ms (less than 60 Hz wave period), and the 

system is stable on 14 ms. 

 

 
 

Figure 5: Performance of the controller to implement 

the first step to correct the potential to the controller. It 

was using the electrical model shown in equation 17, 

Author. 

 

Table: 3 Mathematical Simulation of closed loop 

implementation and controller design  

Cycle Potential (V) Reference (V) Action 

0  13.450  14.400  on 

1  13.545  14.400  on 

2  13.640  14.400  on 

3  13.736  14.400  on 

4  13.831  14.400  on 

5  13.926  14.400  on 

6  14.021  14.400  on 

7  14.116  14.400  on 

8  14.212  14.400  on 

9  14.307  14.400  on 

10  14.402  14.40  off 

 

 The basic feature of the transient response of a 

closed loop system depends on the closed loop poles 

location. If the system loop gain is variable, then the 
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location of the closed loop poles will depend on the 

loop gain value selected. Therefore it is important that 

the poles are known as closed-loop moving on the 

complex plane (s), as the loop gain varies, as shown in 

Figure 7. 

The closed-loop poles are the roots of the 

characteristic equation. A method for determining the 

roots of a characteristic equation is called the root locus, 

and allows that the roots of the characteristic equation 

are represented graphically for all values of the system 

parameter. Usually the gain varies between zero and 

infinite. 

Figure 7 was used to evaluate the stability of the 

DC-DC converter with the support of equation 18 and 

the graphical representation of the characteristic 

equation roots for the closed loop. Then, it can be 

concluded that this closed loop system is rather stable, 

because the roots of its characteristic equation stood in 

the left half of the s-plane (on the complex frequency 

domain), (Ogata 2011) 

 

 

Figure 7: The Characteristic Equation Stability Analysis 

by the Root Locus Method, Author. 

 

It is also useful to analyze the system using the 

Nyquist stability criteria for Mapping Theorem, which 

states that a closed loop system is stable if the outline of 

the entire right half of “s” (clockwise) with the 

frequency (w), varying from - ∞ to + ∞, on the 

imaginary axis (jw), there is no involvement on the 

origin path of the characteristic equation 18. At this 

situation there will be no poles and then the closed-loop 

system is stable. Also, Figure 8 is able to show that the 

system model is stable for graphical representation 

based on Nyquist path, because there is no engagement 

of the source (Ogata 2011). 

 

 

Figure 8: The Characteristic Equation Stability Analysis 

by the Nyquist Mapping Theorem, Author. 

 

6 CONCLUSIONS 

The developed system proved to be stable 

according to the Root Locus Method and Nyquist 

mapping theorem analyses performed. 

The contribution given by the present developed 

model showed to be very important to generated useful 

potential for practical purposes, increasing the overall 

electrical efficiency, using the MCC500 system, built 

using Brazilian technology exclusively for stationary 

purposes power systems.  
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ABSTRACT 
Aircrafts have actuators as key elements such as electro-
hydrostatic actuators (EHA). They are so compact and 
highly-pressurized. The small heat capacity or the small 
surface of heat dissipation for high heat load causes 
high temperature rise of the system. This paper 
summarizes the thermal modeling effort and its utility 
in designing a thermal predicting solution for an oil-
hydraulic system. Lumped-parameter thermal models 
coupled with three-dimensional analysis method by 
CFD (Computational Fluid Dynamics) have been 
developed to characterize component heat transfer 
within their operating environments. The results on 
time-variant temperature rise in each component, 
simulated by the method, agree well with the 
experimental data. 
 
Keywords: oil-hydraulic system, temperature prediction, 
bondgraphs, CFD  

 
1. INTRODUCTION 
An oil-hydraulic system has become smaller and 
highly-pressurized especially in aircrafts, where electric 
actuators, such as electro-hydrostatic actuators (EHA), 
are used for moving flight control surfaces. In the 
industrial field, the use of EHA is an integral part of the 
more-electric aircraft concept to replace inefficient 
centralized hydraulic systems with power-on-demand 
electrical systems (Navarro, 1997; Johansson, Anderson, 
and Krus 2001; Takebayashi and Hara 2004; Rito, Denti, 
and Galatolo 2010). Removing the centralized hydraulic 
system will, however, eliminate an effective heat 
transfer network, thus resulting in an aircraft with less 
overall heat to reject but with localized “hot spots”. 
Because of small heat capacity and small surface area 
for heat dissipation in EHA, the system is raised to high 
temperature while it works for long time under highly 
loaded condition. The high temperature rise causes 
deterioration of working oil and the system may become 
hard to control finally. From this viewpoint, it is 
important to study a practical way to predict precisely 
system temperature rise.  

 Energy losses cause temperature rise in an oil- 
hydraulic system. In this case, modeling and simulation 
by the bondgraphs method is effective to predict the 
temperature rise because the bondgraphs method is 
based on energy balance (Karnopp, Margoils, and 
Rosenberg 1975; Dransfield 1981; Thoma 1990). Some 
studies have been performed to predict the temperature 
rise of an oil-hydraulic system considering heat 
generation and heat transfer in components. Yamamoto, 
Tanaka, Nakanishi, and Tarumi (1997) analyzed heat 
generation and heat transfer in an oil circuit of a mobile 
crane by the bondgraphs method and obtained good 
agreement between the calculated results and the 
experimental results. Johansson, Anderson, and Krus 
(2001) analyzed heat generation from a hydraulic motor 
embedded in an aircraft EHA system and heat transfer 
from oil passages. Takebayashi and Hara (2004) and 
Tomioka, Tanaka, and Nagayama (2005) proposed a 
new idea to predict the temperature rise of a hydraulic 
pipe by considering heat exchange between the working 
oil and the pipe-housing. In their studies, lumped-
parameter thermal models were developed to 
characterize component heat transfer within their 
operating environments and the bondgraphs method 
based on the models was applied to predict temperature 
rises of the working oil and the pipe-housing by 
coupling with three-dimensional (3D) heat conduction 
analysis. The time-variant temperature distributions 
were well predicted both in the pipe housing and in the 
working oil. Thermal management designed for time 
averaged heat load for an oil-hydraulic system is 
generally considered to be not adequate since those heat 
loads are highly transient and localized in nature. 
However, the studies prove reliability and effectiveness 
on temperature prediction using the bondgraphs 
simulation where the calculating time step is very small. 
 Then, Tanaka, Tomioka, Fuchiwaki, and Suzuki 
(2011) developed the above idea to predict time-variant 
temperature distributions in an oil-hydraulic cylinder by 
comparing with 3D Computational Fluid Dynamics 
(CFD) analysis, because the temperature distribution 
changed while the cylinder works for long time. The 
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study showed that in order to predict more precisely the 
temperature change inside the cylinder while the piston 
was moving, it was unsuitable to increase cell number 
merely and the optimal number of cells existed in 
modeling using lumped parameter modeling system. 
Because there were two characteristic regions inside the 
cylinder, one-dimensional flow pattern region like 
laminar flow and three-dimensional flow pattern region 
like turbulent flow. The latter flow pattern region 
should be modeled as one lumped cell. 

In this study, the above-mentioned predicting 
methods were applied to an actual hydraulic system and 
the results calculated by the method were compared 
with the experimental data in order to validate the 
temperature-predicting method. 
 
2. NOMENCLATURE 
A [m2]    heat dissipation surface area of cylinder  
a [m]  representative length of inlet head port  
b [m]  length from cylinder end to inlet port center 

pc  [J/kgK] specific heat at constant pressure 
D [m]  cylinder diameter 
E [J]  internal energy 
H [J]  enthalpy 
h [W/m2K] heat transfer coefficient 
LoD [m]  characteristic distance of boundary between 

3D and 1D flow pattern region 
N [s]  reciprocating motion cycle of piston 
P [Pa]  pressure 
Q [m3/s]  volumetric flow rate 
Rc [m]  standard diameter of inlet head port 
q  [W]  amount of heat inflow 
T [K]  temperature 
t [s]   time 
U [m/s]  velocity vector 
V [m3]  volume of cylinder head chamber 
v  [m/s]  velocity 
W [W]  power consumed for outside 
x [m]  axial location of piston head 
  [-]  Kronecker delta 
  [W/mK] thermal conductivity 
  [Pas]  viscous coefficient 
  [m2/s] kinematic viscous coefficient 
  [kg/m3] density 
 
Suffix 
c      cylinder 
in   inflow 
p   piston 
1D   one-dimensional 
3D   three-dimensional 
 
3. TEMPERATURE PREDICTING METHOD IN 
EACH COMPONENT OF HYDRAULIC CIRCUIT  
 
3.1. Test Experimental Circuit 
Figure 1 shows a diagram of the test hydraulic circuit, 
which mainly consists of a pump, pipes, a control valve, 
a relief valve, a hydraulic cylinder, and a tank. The                                                                                                 

 
 

Figure 1: Oil-Hydraulic Circuit 

 

 
Figure 2: Pipe Model for Heat Balance 

 
control valve is a closed center proportional solenoid 
valve. TA, TB, and TT indicate the temperature 
measurement of working oil at Port A, Port B, and the 
tank, respectively. 
 

3.2. Temperature Rise Prediction in Pipe and Pipe- 
Housing (Tomioka, Tanaka, and Nagayama 2005) 

The diagram of this heat balance type is shown in Fig. 2, 
where suffix i means the index of the pipe component in 
hand, i-1 the index of a neighboring upstream side 
component and i+1 the neighboring downstream side 
component. Temperature of each pipe component is 
simulated by heat balance among the heat generation in 
the component, the heat transfer from the pipe wall to 
the internal oil and heat transportation between the 
neighboring components of the pipe. Assuming that 
working oil does not work to outside of the pipe 
component i, rate of internal energy increase is 
expressed as follow. 
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The first term in the right-hand side indicates energy 
loss by pressure difference and the second term energy 
transferred from the upstream side component. Third 
term q  is expressed by Eq. (2). 
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Figure 3: Heat Balance in Cylinder Head Chamber 

 

l

TTT
ATThAq

n
i

n
i

n
in

iwallh
n
i 2

2)( 11  
       (2) 

 
The first term indicates heat amount transferred from 
the pipe wall to the inner working oil and the second 
term heat conduction between neighboring components 
of pipe. Heat generation and heat transfer in the pipe is 
calculated by Eq. (1) in each component. 

 
3.3. Temperature Rise in Piston Head Chamber 

(Tanaka, Tomioka, Fuchiwaki, and Suzuki 2011) 
Figure 3 shows a schematic figure of heat balance in a 
cylinder head chamber. Temperature in the chamber is 
calculated as the sum of amount of heat inflow and 
outflow of working oil, volumetric change of working 
oil, and heat dissipation to cylinder housing, which is 
represented by Eq. (3). 
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In the above equation, the first term of right hand side 
indicates the heat flux driven by inflow or outflow with 
piston motion, the second the heat flux transferred 
between the cylinder chamber and cylinder housing, and 
the third the effect of cylinder volume change, 
respectively.  
 From the results by 3D CFD analysis on the flow 
inside the cylinder chamber during the piston movement, 
it was verified that the inside flow could be modeled 
into two patterns characteristically, one of which was 
3D vortex flow pattern near the inlet port and another of 
which was 1D parallel flow pattern near the piston head. 
So, it became possible to predict precisely the 
temperature distribution in the cylinder head chamber 
preferably by incorporating the internal flow patterns 
with the lumped parameter models. 
    The dimensionless distance from the end-wall of 
the head chamber to the location of boundary between 
3D and 1D flow pattern region was defined as LoD, 
where the representative length was a. Dimensional 
analysis was performed and derived that LoD was a 
function of the following three terms, such as the  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4: LoD with a Reynolds Number 
 
product of the dimensionless length D/a and one 
Reynolds number expressed by ρDvp/μ, another 
Reynolds number expressed by ρDvin/μ, and another 
dimensionless length b/a.  
 After many simulations based on 3D CFD method, 
the results were obtained in Fig. 4, where the data 
expressed by “Cal.(3D)” were the calculated results. 
The abscissa and vertical axis indicate the Reynolds 
number expressed by ρDvin/μ and the dimensionless 
length LoD, respectively. Figure 4 gives the line of 
splitting at ρDvin/μ = 2.3×104 between one region with 
lower gradient and another region with higher gradient. 
By coupling this result with the above described result 
of dimensional analysis, the following characteristic 
equations were derived crossing the split line. 
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 Figure 4 shows the comparison of LoD obtained  
through the above characteristic equations, expressed by 
“Eq. (4)” or “Eq. (5)”, with LoD obtained through 3D 
CFD calculations. Though there is small difference less 
than 14%, the both results agree well. It is verified that 
LoD can be predicted suitably through the above 
characteristic equations.  

In predicting the temperature rise in the chamber 
one-dimensionally, Eq. (1) is used in the 3D flow 
pattern region because its volume does not change and 
Eq. (3) is used in the 1D flow pattern region because its 
volume changes with time when the piston moves.  
 
3.4. Temperature Rise in Valve and Tank 
   Because a hydraulic valve generates the highest 
pressure loss among any component in a hydraulic 
system, it is very important to predict heat generation 
there. A schematic diagram to predict temperature rise  

Pipe model, Eq. (1) 

Cylinder model, Eq. (3) 
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Figure 5: Valve Model 

 
Figure 6: Tank Model 

 
in a valve is shown in Fig. 5, which shows an example 
of poppet type valve. When working oil flows through 
throat part between the valve body and valve housing, 
high pressure loss appears and it changes to be heat 
generation.  
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 A heat conduction term is neglected in Eq. (6), 

because the working oil velocity is fast in the valve. 
This equation covers the case of spool type valve. 

 Figure 6 shows a schematic diagram for heat 
balance in a tank. A volume of working oil in the tank 
changes time-dependently due to the sum between 
inflow rate from T-port of a valve and outflow rate to a 
hydraulic pump. Consequently, Eq. (3) with a term for 
time-variant volume is applicable in this case. The next 
equation consists of terms included in Eq. (3), heat flux 
flowing out, and heat release by an oil cooler. 
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In this equation, the heat release from the tank wall and 
the oil cooler is determined by the experimental 
measurement.  

 

 

 

 

 

 

 

 

 
 
 
 
Figure 7: Schematic Figure of Test Cylinder and 
Measurement Points 
 
3.5. Temperature Rise in Housings 
Temperature distribution in housings can be calculated 
by use of a heat conduction equation, shown in Eq. (8).  
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 In this study, a calculating program was made 
according to a finite volume method is used with Crank-
Nicholson method for time-iteration. Reliability of the 
program was verified by comparing with the result by a 
commercial code, ANSYS CFX-10 (ANSYS 2005). 

 

4. EXPERIMENTS AND CONDITIONS  
The experimental measurements of temperature were 
conducted using the equipment shown in Fig. 1. Figure 
7 shows a schematic figure of the test cylinder and 
measurement points in the experiment. The cylinder is a 
widely-used type, of which outer diameter is 145 mm 
and inner diameter 125 mm. In this temperature 
measurement test, a load for the cylinder is zero. 

Temperature measurement was performed at three 
points in the circuit at TA, TB, and TT, which were 
shown in Fig. 1, and at six points on the cylinder outer 
surface, which were shown in Fig.7 as the number from 
1 to 6. 

The test conditions are shown in Table 1. In the test 
experiment, the temperature changes were measured 
when the piston was moving with constant oscillation 
amplitude and frequency.  

 
Table 1: Experimental Conditions 

Motion of Piston 
 

Frequency : 0.2 Hz 
Amplitude : 50 mm 

Supply Pressure 10 MPa 
Experimental Time 1200 s 

Working Fluid ISO-VG32 
Ambient Temperature 23 deg. 
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5. MATHEMATICAL PREDICTION MODEL  
The dynamic characteristics and temperature rise of the 
working oil in the system were calculated by 1D model 
and the temperature rise in the cylinder housing was 
calculated by 3D numerical method. By coupling these 
calculation methods, the temperature rise prediction 
method was established with considering dynamic 
characteristics of the system. This chapter shows 
models and parameters used in 1D modeling and 
simulation of dynamic characteristics and 3D numerical 
analysis method. 
 
5.1. Bondgraphs model for Dynamic Characteristics 
Dynamic characteristics of the working oil were 
analyzed by 1D modeling and simulation method using 
the bondgraphs. The system bondgraph correspondent 
to the test hydraulic system, shown in Fig.1, is shown in 
Fig. 8, which was introduced as a representative 
bondgraphs in (Dransfield 1981).  
 The respective element such as R1, R2, R3, and 
R4-element indicates resistance effect of the control 
valve. When the piston moves from the piston-head side 
to the piston-rod side, the valve-ports corresponding to 
R2 and R3-elements are closed and those to R1 and R4 
are opened. When the piston moves in the opposite 
direction, the valve-ports corresponding to R2 and R3-
element are opened and those to R1 and R4 are closed. 
The signals of valve control are given by an external 
program. TF-element indicates energy transfer between 
the fluid system and the mechanical system. C1, C2, 
and C5-element indicate the capacitance effect of the 
pipe corresponding to the respective pipe in the actual 
circuit. R5, R6, and R8-element indicate the pressure 
loss in the pipe from the control valve to the piston head  

 

 

Table 2: Characteristic Equations for System 
Bondgraphs 

Elements Characteristic 
equation 

SE1 (Pump) P = Supply pressure 
(10 MPa) 

SE2 (Tank) P = 0.0 Pa 
SE3 (Stop piston motion 
at the dead-end location) F = Repulsion force 

R1, R2, R3, R4, R9  
(Pressure loss in Valve) 

p
cAQ




2  

R5, R6, R8 
(Pressure  loss in pipe) 

P
l

d
Q 



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R7 (Friction loss between 
piston and cylinder) cvF   

C1, C2, C5 (Capacitance 
effect of pipe volume) 

dtQ
V

K
P   

C3 (Capacitance effect of 
piston head chamber; 

Ah=cross-section of piston 
head chamber, 

disp.=piston displacement) 

dtQ
dispAV

K
P

h


  

C4 (Capacitance effect of  
piston rod chamber; 

Ar=cross-section of piston 
rod chamber) 

dtQ
dispAV

K
P

r


  

TF1, TF2 (Energy transfer 
between fluid and 

mechanical system) 
PAF  ，

A

Q
v   

I1 (Inertial effect of piston 
mass) 

dtF
m

v 
1  
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Table 3: Parameters in each element 

Elements Variables 
Pipe 

length and 
diameter 

R8, C5 Length = 1.0 m, 
Diameter = 10 mm 

C1, R5 Length = 6.0 m, 
Diameter = 9.5 mm 

C2, R6 Length = 5.5 m 
Diameter = 14 mm 

Discharge 
coefficient 

 
Valve 

opening 
area 

R1, R2, 
R3, R4 

Discharge coefficient = 0.65
Valve opening area 

= Variable area 
R9 Discharge coefficient = 0.65

Valve opening area 
= 1.0×10-5 m2 

Cylinder 
head 

C3, 
TF1 

Length = 0.177+ dips. m 
Diameter = 0.125 m 

Cylinder 
rod 

C4, 
TF2 

Length = 0.177- dips. m 
Head diameter = 0.125 m 
Rod diameter = 0.08 m 

Mass of 
piston 

I1 39 kg 

Piston 
friction 

R7 5,000 N/m 

Tank 
surface 

SE2 0.5 m2 

  
chamber, from the valve to the piston rod chamber, and 
from the pump to the control valve, respectively. C3 
and C4-element indicates the capacitance effect of the 
cylinder head chamber and the cylinder rod chamber, 
respectively. SE1 and SE2 indicate the pump supplied 
pressure and the tank pressure. I1-element indicates the 
inertial effect of the piston mass and R7-element the 
frictional force between the piston and the cylinder. 
SE3-element is added as the repulsive force to stop the 
piston motion when the piston reaches the dead-end 
location of the cylinder.  
 Table 2 shows a list of characteristic equations used 
in each element. In this table, the volume of the cylinder 
chamber is variable because the piston displacement 
causes the chamber volume. Table 3 shows a list of 
parameters used in each element, which were measured 
in the test experimental apparatus.  
 
5.2. 1D model for temperature prediction 
For the temperature calculation, Eq. (3) is used in the 
cylinder, Eq. (1) in the pipes, Eq. (6) in the control 
valve, and Eq. (7) in the tank, respectively. Here, the 
temperature rise in the pump is not included. 
 A schematic diagram for 1D temperature analysis 
model is shown in Fig. 9, where an arrow in the figure 
shows heat flow direction. When the piston moves from 
the head side to the rod side, the heat flow calculation 
way is shown as follows. After the valve-ports, 
corresponding to R2 and R3 in Fig. 8, are closed, the 
working oil flows into the piston head chamber through 
Pipe 1, Valve 1, and Pipe 2 in Fig. 9. The heat of the 
inflow oil is exchanged with the cylinder housing, the 
temperature distribution of which is solved by 3D  

 
Figure 9: Heat Flow Model for Oil-Hydraulic System 

Figure 10: Numerical Grids for 3D Temperature 
Analysis 
 
analysis, through Interface 1. On the other hand, the 
working oil in the piston rod chamber flows out after 
exchanging its heat with the housing through Interface 2. 
The outflow oil reaches the tank through Pipe 3 and 
Valve 4.  
 When the piston moves in the opposite direction, 
the inflow oil exchanges the heat through Interface 2 in 
the piston rod chamber and the outflow oil through 
Interface 1 in the piston head chamber, respectively. As 
just described, the working oil circulates in the circuit 
and the temperature rises at any location.  
 In this experiment, heat transfer coefficient was 
given as 10 W/m2K from each component to the air and 
as 170 W/m2K in the cooler, which was calculated 
reversely from the experiment.  
 
5.3. 3D model for temperature analysis 
Figure 10 shows the numerical grids for 3D calculation 
on temperature distributions of the cylinder. The 
number of numerical grid is 14000. Here, a calculating 
program was made according to a finite volume method 
and its reliability was verified by comparing with the 
result by ANSYS CFX-10. 
 Heat transfer coefficient in the cylinder head and 
rod chamber should be given previously before 
calculating heat exchange between 1D and 3D 
numerical analysis. Actually, because the flow rate 
from/to the cylinder varies with time, the heat transfer 
coefficient in the cylinder may also vary with time. It 
was difficult to determine the heat transfer coefficient  
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Table 4: Heat Transfer Coefficient at a LoD 

LoD  
mm 

Dh3

W/m2K 
Dh1

W/m2K 
rh   

W/m2K 

94 118 75.4 76 

 

 
Figure 11: Definition of Heat Transfer Coefficient in 
Cylinder 

 

Table 5: Analysis Conditions 

Initial 
condition Values measured in the experiment 

Time step 3D：dt = 0.1 s,     1D：dt = 1.0×10-5 s 

Physical 
property 

Cylinder housing： ][kg/m850,7 3 , 
[J/kgK]465pc ,   [W/mK]43 , 

Working fluid： 
[J/kgK]900,1pc , [Pa]100.1 9K , 

[W/mK]145.0 , ][kg/m860 3 , 
  40109.2exp1067.2 22   T  

[Pa.s], T [deg.] 
Heat 

transfer From housing to air： 10.0 W/m2K 

Ambient Air T = 23 deg. 
 
on the chamber inside wall, however, the coefficient 
was fixed to be constant in this study. Table 4 and Fig. 
11 show the value of the heat transfer coefficients 
around the cylinder and their definitions, respectively.  
Table 5 shows the analysis conditions and values of the 
properties. Kinematic viscosity of the working oil is 
defined as a function of temperature. 
 
6. RESULTS AND DISCUSSIONS  
 

6.1. Temperature of Working Oil 
Figure 12 shows the comparison on the temperature of 
the working oil with time at A- and B-port between in 
the experiment and in the calculation. In the figure, “TA” 
and ”TB” show the A-port and B-port, respectively. 
“Exp.” and “Cal.” show the experimental data and the 
calculated results obtained by the proposed prediction 
method.  

Both in the experimental and the calculated results, 
the temperature at A-port was higher than that at B-port. 
This was because A-port was connected to the cylinder 
head chamber and B-port the cylinder rod chamber,  

Figure 12: Temperature Change at A and B Port 

Figure 13: Temperature Change at Tank 

 
respectively, and the cross-section of the head chamber 
was larger than that of the rod chamber. When the 
piston moved from the head to rod chamber, the flow 
rate into the head chamber became more than that out of 
the rod chamber and the pressure loss, defined in Eq. (6), 
became larger at A-port. In any case, the calculated 
results agreed well with the experimental results and the 
difference between both results was less than 1 deg. 
This fact showed that the temperature at A- and B-port 
behind the control valve was well predicted. 

Figure 13 shows the comparison on the 
temperature of the working oil in the tank with time 
between in the experiment and in the calculation. At t= 
1200 sec., the tank temperature increased up to T= 45 
deg., which was lower than the temperature at A-port,  
T= 50 deg. This was because the volume of the tank 
was much larger than that of the other component. The 
calculated results agreed well with the experimental 
results and it meant that it became possible to predict 
precisely the tank temperature if the heat transfer 
coefficient from the tank could be calculated in the 
experiment. 
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Figure 14: Temperature Change at Piston- Head Side 

Figure 15: Temperature Change at Piston-Rod Side 

 
6.2. Temperature of Cylinder Housing 
Figure 14 shows the comparison on the temperature 
change at the measurement points, shown as 1, 2 and 3 
in Fig. 7, on the cylinder surface in the head chamber 
side. The temperature increased with time at all points, 
because the temperature rise calculated according to 1D 
model was exchanged to the housing through Interface 
1. The temperature at Point 2 was the highest among the 
three measurement points. This was because Point 2 
was located just in the port inlet and the working oil 
with high temperature was continuously supplied there. 
The temperature at Point 1 was lower than that at Point2, 
because the wall thickness of the housing was different 
at Point 1, with the wall 25 mm thick, compared with 
that at Point 2, with the wall 10 mm thick. In any case, 
the calculated results agreed well with the experimental 
results and the difference between both results was less 
than 1 deg. 
 Figure 15 shows the comparison on the temperature 
change at the measurement points, shown as 4, 5 and 6 
in Fig. 7, on the cylinder surface in the rod chamber 
side. Though the temperature at Point 4 was almost the 
same as that at Point 5 in the experiment, there were 5 
deg. temperature differences between the two points in 
the calculation. One possible reason of the difference 
between the experimental and the calculated results  

Table 6: Calculation Time 

Exp. Time Calculation Time 

1200 sec. 

ANSYS-CFX (Estimation) 264 days
Proposed method 
PC(Power of CPU: Pentium 
Xeon 3.6GHz ) 

92 min. 

 
might be that the contact thermal resistance between the 
piston rod and the cylinder, which existed actually in 
the experiments, was not considered in the calculation. 
Or, another possible reason might be that the rod 
chamber was modeled as one lumped parameter model 
because it was considered that the flow rate from/to the 
rod chamber was much less than that from/to the head 
chamber and the temperature in the rod chamber would 
be lower than that in the head chamber. The difference 
between the calculated and experimental results was 
less than 3 deg. at 1200 sec.  
 At Point 6, the temperature did not increase any 
more from the beginning. This was because the 
measurement location was far from the heat generating 
locations and the heat was transported merely by heat 
conduction in the piston rod.  

 
6.3. Calculation time  
Table 6 shows the comparison on the time for 
calculating temperature rise of the test hydraulic circuit 
between in the proposed method and in a commercial 
CFD code, ANSYS CFX-10. It took 92 min. for the 
proposed method and 264 days for the CFD code to 
calculate the dynamics and temperature changes of each 
component for the actual 1200 sec. In case of the CFD 
code, the time was estimated from the fact that it needed 
1.9×10+5 sec. to calculate temperature rise for 20 sec. in 
the actual time. The result showed that the proposed 
method gave very good performance. 
 
7. CONCLUSION 
In order to establish a method predicting temperature 
rise in an oil hydraulic system precisely and effectively, 
the proposed method was applied to an actual system. 
Dynamic characteristics of the system was analyzed by 
the bondgraphs and the temperature rise was calculated 
by 1D models, according to heat balance, coupled with 
3D analysis to calculate temperature distributions in the 
housings. As a result, the followings become evident. 

The experimental results and the calculated results 
on the temperature rise of the working oil were 
compared in the pipes, the valves and the tank, and the 
both results agreed well. It supported validity of the 
proposed method to predict temperature rise.  

The calculated results on the temperature at the 
cylinder housing surface were compared with the 
experimental results. The both results agreed well at the 
piston head chamber side. On the other hand, there were 
differences between the both results at the piston rod 
chamber side. One possible reason of the differences 
might be the existence of the contact thermal resistance 
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between the piston rod and the cylinder or the modeling 
method of the piston rod chamber. 
 The proposed method could predict the temperature 
rise in an oil-hydraulic circuit effectively with the 
calculation time much shorter than that by a commercial 
CFD code. 
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ABSTRACT 
The performance of a torque converter (T/C) has been 
one of important improvement for an automatic 
transmission equipped automobile. Improving its 
performance and efficiency is a key factor to saving fuel 
consumption. Moreover, the locking up operation or 
slipping control of an automatic transmission, which 
makes T/C efficiency higher, is another good 
opportunity for improving fuel economy. One-
dimensional modeling of systems remains effective to 
recognize a mechanism of the system dynamics. Some 
bondgraphs models of T/C have been proposed and it 
becomes more effective for drivability and efficiency to 
make and add a model for dynamics of the lock-up 
clutch (L/C). A bondgraphs model of the L/C and a 
method of calculating parameters through CFD 
numerical analysis in the components inside T/C are 
proposed in the present study. 
 
Keywords: torque converter, lock-up clutch, CFD, 
bondgraphs  

 
1. INTRODUCTION 
Figure 1 illustrates cut-away view of an automatic 
transmission, which consists of three major 
components; the torque converter (T/C), the gearing 
system and the hydraulic circuit called valve body.  The 
T/C transfers power from the engine to the transmission 
gearing system and has been used in automatic 
transmissions for numerous applications such as 
passenger cars, trucks, buses and trains.  
There are two important roles for the T/C.  One is the 
reduction of vibration or noise from the engine by 
means of the automatic transmission fluid.  Another 
important role is the multiplication of engine torque. 
Many studies have been carried out to predict 
hydrodynamic performance and to understand the flow 
field inside a T/C either experimentally or analytically 
using Computational Fluid Dynamics (CFD) ((Kim, Ha, 
Lim, and Cha 2008; Watanabe 1999; Yamaguchi 2002; 
Abe, Kondoh, Fukumura, and Kojima 1991; Brun and 
Flack 1995; By and Lakshminarayana 1995; Cigarini 
and Jonnavithula 1995).  The analytical research to date 
regarding the flow field around the lock-up clutch (L/C) 
uses CFD simulations performed with steady-state  

 
Figure 1: Automatic Transmission (T/C) 

 

 
Figure 2: Torque Converter with the Lock-up Clutch 
 
conditions (Ejiri 2006; Abe, Maruyama, Hasegawa and 
Kondo 1999). A typical automotive T/C cross-section is 
shown in Fig. 2.    

In order to improve the efficiency of an automatic 
transmission, it is often desired to engage the L/C as 
soon as possible to conserve the power flow from the 
engine.  However, earlier engagement of the L/C is 
associated with a larger slip velocity against the input 
plate, making it increasingly important to manage the 
heat transfer on the friction paper.  Moreover, sudden 
engagement of the L/C causes vibration and noise 
within the engine.  For this reason, most research has 
focused either on heat management of the L/C or on the 
shudder mechanism. The T/C lock-up system is 
controlled by hydraulics. Understanding from a fluid 
dynamics perspective how the flow field around the L/C 
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influences its behavior is a key factor in preventing 
shock and improving engagement time. 
On the other hand, Ishihara introduced theoretical 
analysis of steady and unsteady characteristics of a T/C 
(Ishihara and Emori 1966; Hoshino and Ishihara 1990), 
providing the basic theory of the T/C and the design 
basis for its development. With the aim of increasing 
T/C transmission efficiency to meet the demand for 
higher fuel efficiency vehicles, recently many 
automobiles have a L/C inside the T/C, which is wet-
typed clutch. By using this clutch, input torque is 
transmitted to both the clutch and fluid divided. If the 
clutch is working fully, all input torque is transferred 
through the clutch, and the fluid loss does not occur. 
Then the T/C efficiency is raised higher. Some 
researchers have studied the effect of L/C (Tsangarides 
and Tobler 1985) and slip control (Kono, Itoh, 
Nakamura, Yoshizawa and Osawa 1995; Hiramatsu, 
Akagi and Yoneda 1985) of T/Cs. These studies require 
determination of the dynamic characteristics of T/Cs. 

The studies by Ishihara and Emori (1966) have 
provided the fundamental design method for T/Cs. In 
developing a practical T/C, however, design engineers 
apply the design method proposed by Ishihara, which is 
a complex and time-consuming task. Design engineers, 
who are expected to achieve higher fuel efficiency 
design, have been seeking an easier method of 
analyzing T/C dynamic characteristics. For this demand, 
a bondgraphs is considered as a better method. 
 Hrovat and Tobler (1985) applied the bondgraphs 
method to represent a T/C composed of fluid machinery 
elements (pump, turbine and stator) without the L/C, 
based on Ishihara's theory (Ishihara and Emori 1966) on 
the unsteady characteristics and the bondgraphs model 
was renewed by Suzuki and Tanaka (2003) with static 
characteristics of the L/C. By reference to these studies, 
a bondgraphs model representing the dynamics of the 
L/C is added to the above-mentioned models and the 
renewed model becomes a bondgraphs model of the T/C 
including the dynamic characteristics of the L/C. And 
CFD numerical analysis has been performed to study 
the flow structure in various conditions and the L/C 
engagement time. 
 
2. MODELING BY BONDGRAPHS FOR 

TORQUE CONVERTER 
Figure 3 is a bondgraphs representation of basic 
equations based on the reference (Ishihara and Emori 
1966). This bondgraphs contains 4-port I-field, 
connecting hydraulic elements and mechanical elements 
via modulated gyrators (MGY). The multi-port I-field is 
decomposed into single-port I-elements following the 
procedure by Breedveld (1984), as shown in Fig. 4 
(Hrovat and Tobler 1985; Suzuki and Tanaka 2003). 
The bondgraphs, which may look complex, is easy to 
understand in terms of correspondence to actual 
components. With the bondgraphs of Fig. 4, it is easy to 
find the correspondence between the bondgraphs 
elements for pump, turbine and stator and actual  
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Figure 3: Bondgraphs for T/C 
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Figure 4: Decomposed Bondgraphs 

 
counterparts. Each symbol is suffixed with an 
identification number: 1, 2 and 3 represents pump, 
turbine and stator elements, respectively. All of these 
elements are connected via the 1-junction in the lower 
center of the bondgraphs, indicating that the flow rate in 
the pump, turbine and stator is the same at this 1-
junction. Pressure loss caused by shock and friction is 
represented by R-element, indicating that the pressure 
loss can be obtained from the flow rate represented by 
1-junction for each impeller. From the conservation law 
of angular momentum, the following three equations of 
motion can be obtained for the respective impellers,  

 
For pump: 

    1321312122121111 tantan rcrrcrQQSIT    (1) 

For turbine: 
    2122123223232222 tantan rcrrcrQQSIT     (2) 

For stator: 
    3223231321313333 tantan rcrrcrQQSIT    (3) 

 
Here, QSi

  represents change in momentum of fluid 

existing in impeller; the dot indicates differential by 
time; Si is a constant determined by the blade 
configuration (Ishihara and Emori 1966). 

According to the conservation law of kinetic 
energy, the rate of kinetic energy increases kE of fluid 

per unit time is represented by the following equation: 
 

               lk ETTTE   332211   

                       

(4) 

 
where lE  is energy loss of flow per unit time. 

Therefore, another equation of motion holds as follows: 
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where Φ is a constant and can be defined as follows 
according to the blade configuration: 

 dl2sec    (6) 

PL is a pressure loss defined by Ll QPE  , and is equal 

to the sum of shock loss and frictional loss, as expressed 
by Eq. (7). The coefficient of the shock loss is assumed 
to be 1.0 (Ishihara and Emori 1966). 
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where i is a loss coefficient. 

In the above equations, the torque and angular 
velocity in a mechanical system component, and the 
pressure and flow rate in a hydraulic system, correspond 
to the effort and flow variables, respectively, of the 
bondgraphs. This correspondence can be expressed 
explicitly using a matrix notation as follows: 

    TfRffGfI     (11) 
where f is the matrix of the flow variables in the system 
bondgraphs, as expressed below: 

 TQ321 f    (12) 

I is the matrix of inertial moment, as expressed below: 
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 fGG  is the matrix of a modulated gyrator, as 
expressed below: 

  










0

0

g
g T

fGG    (14) 

   321 ggg  fgg   (15) 

where 
    1321312122121 tantan rcrrcrg        (16) 

      2122123223232 tantan rcrrcrg       (17) 

    3223231321313 tantan rcrrcrg        (18) 

 fRR  is the matrix of loss, as follows: 

   TLP000 fRR   (19) 

T is the matrix of torque applied by each impeller to 
fluid, as expressed below: 

 TTTT 0321T    (20) 

From the assumption that cross sectional area of flow 
passage is constant, c1 = c2 = c3 = Q/A in all of the above 
equations. 
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Figure 5: Bondgraphs for Converter Range 
 

 
Figure 6: Torque Converter with a Lock-up Clutch 
 

In the converter range, a stator is fixed and not 
rotating. However, since a stator is generally shaped as 
a blade, it produces a torque as the result of change in 
momentum, which is determined by the inlet and outlet 
blade angles. This torque is received by the 
transmission case. Fluid is then forced by the reaction 
torque to return along the blade surface to the pump 
inlet side. When these characteristics are represented by 
a bondgraphs, TF-element for a stator and the bond 
connecting to this element are omitted, and I3-element 
is combined with I-element for a transmission case to 
become I5-element, as shown in Fig. 5. Normally, when 
a transmission torque is transmitted, the corresponding 
torque reaction works on the casing, as shown in Fig. 5 
(Suzuki and Tanaka 2003). As mentioned above, since 
torques work on the stator, stator-related bonds should 
be included in the bondgraphs to represent a T/C 
accurately.  

 
3. LOCK-UP CLUTCH IN T/C  
Many automobiles have the lock-up clutch (L/C) in a 
T/C shown in Fig. 6. The L/C is a wet-type friction 
clutch and consists of an input plate and an output plate. 
The input clutch is connected to the pump impeller and 
the output clutch is connected to the turbine runner. If 
the clutch is engaged, its revolution is the same as the 
pump and the turbine. Then a bond of the input plate is 
connected to 1-junction of the pump. Between input and 
output plate the oil flows. This flow is controlled by a 
regulator valve outside the T/C. If the regulator valve is 
closed, the clutch is working and it transmits the torque. 

Input plate

Output plate 
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The entire input torque of T/C is transmitted only 
through this clutch to the output side not through the 
fluid. If the regulator valve is open, the clutch is 
disconnected and it does not transmit the torque. When 
the direct clutch loses its connection (this means that the 
difference between the revolution speed of the input and 
the output plate is small) that is regulated by the valve, 
transmission of input torque is separated from the clutch 
and the working fluid flows. Then the bondgraphs 
representation of the direct clutch controlled by the 
regulator valve is added as MR-element, shown in Fig.7 
(Suzuki and Tanaka 2003).  
 However, this model does not include the dynamic 
motion of the L/C. Bondgraphs sub-models representing 
the dynamics of the L/C are newly added instead of 
MR-element, as shown in Fig. 8. Figure 8 shows the 
effects on MR-element from the additional pump and 
motion effects of turbine and L/C. In Fig. 8, SE-element 
indicates the effect of oil pump pressure to control 
engagement of the L/C and turbine, TF1-element 
transformer from rotational system to the axial motion 
of system, and TF2-element transformer from the 
regulator valve system to the axial motion of system, , 
respectively. The sub-system between TF1- and TF2-
element indicates the axial direction motion of the 
turbine and L/C. Another sub-system between SE- and 
TF2-element, lower rectangular part enclosed by the  

 

Figure 7: Lock-up Clutch Controlled by Regulator 
Valve 
 
dotted line, indicates oil flow effects through the gap 
from the additional pump to the inlet of the turbine.  
 R-element, following SE-element, indicates the 
regulator valve resistance, the next R-element the 
leakage flow resistance through the gap while the L/C 
and turbine is moving. The motion of the turbine and 
L/C is affected by the pressure from the regulator valve 
and the axial direction spring equipped the turbine. The 
initial value of the axial gap is 1.3 mm. After the L/C 
begins to move and the gap length becomes less than 
0.1 mm, the wet friction is activated between the input 
and output plate. These effects are shown by full arrows 
toward MR-element. CFD numerical analysis is used to 
calculate the values of each element. 
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Figure 9: Analysis Object of the Lock-up System 
 

 
Figure 10: Computational Grids of the Lock-up Clutch 

 
4. MODEL DESCRIPTION AND NUMERICAL 

ANALYSIS FOR L/C DYNAMICS 
For the CFD analysis, the object of the lock-up system 
is shown in Fig. 9, and the CFD model of the L/C is 
shown in Fig. 10.  Since this problem is axis-symmetric, 
only seventieth part of the L/C is modeled with 
periodical boundary conditions to reduce time spent on 
computation. Here, it is assumed that the flow field 
around the L/C is independent of the flow field inside 
the torus (i.e., pump, turbine, and stator blade area).  
Therefore, the torus was not included in this model. The 
speed ratio is defined as the turbine rotational speed 
divided by the pump rotational speed. The pump 
rotational speed is simulated by rotating the entire 
calculated domain, and the turbine rotational speed is 
simulated by rotating the walls of the model as defined 
by the L/C and the turbine shell.    

Figure11 shows the boundary conditions for inlet 
and outlet pressure used for this simulation.  At the 
beginning, the outlet pressure is higher than the inlet 
pressure.  The resulting differential pressure prevents 
the L/C from moving.  The inlet pressure then increases 
quadratically, and the outlet pressure decreases linearly.  
This variation in pressure is a typical lock-up control  
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Figure 11: Inlet and Outlet Pressure Distribution 

 
Table 1: Analysis Conditions for Transient State 
Pump rotational speed 2000 rpm 

Turbine rotational speed 1600, 1800, 2200, 2400 rpm

Speed ratio 0.8, 0.9, 1.1, 1.2 
Inlet pressure Solid line of Fig. 11 

Outlet pressure Dashed line of Fig. 11 

                                                     
sequence used for actual automatic transmissions.  The 
boundary conditions for this simulation are summarized 
in Table 1. Because the lock-up system begins to 
engage when the speed ratio, which indicates the ratio 
of turbine rotational speed to pump rotational speed and 
is represented by e, becomes more than 0.7 or 0.8, the 
simulations were performed in case of e ≧ 0.8. 

ANSYS CFX Ver12.1 is used for the CFD solver. 
In this simulation, the lock-up motion is not known a 
priori and will be calculated based on the forces acting 
on the L/C according to Newton’s Second Law. The 
motion equation is re-assembled and translated to CFX 
CEL (CFX Expression Language).  The Navier–Stokes 
equations can then be solved and specified explicitly 
with this CEL. In reality, the friction paper on the L/C 
contacts the input plate to transfer torque.  However, in 
the simulation, contact of the friction paper would 
violate the continuity equation and would either 
collapse or diminish the CFD mesh.  In order to 
maintain fluid continuity and prevent the mesh from 
collapsing, a small gap is set between the L/C and the 
input plate. Since the friction paper is on the L/C, a 
minimum clearance of 0.1 mm is set between the 
friction paper and the input plate.  The initial clearance 
is bounded at 1.3 mm, meaning the L/C travels from 1.3 
mm to the 0.1 mm minimum gap. 

Another new technique was introduced to keep the 
mesh quality constant.  Instead of using a CAD 
rendering of the initial shape of the L/C to mesh the 
model, a CAD rendering of the final deflected shape at 
the minimum clearance of 0.1 mm (s = 0.1 mm) was 
meshed and then extended 1.3 mm (s = 1.3 mm) in the 
direction of movement to its initial position.  This 
technique maintained good quality of the moving mesh 
and prevented divergence during the simulation. The 
number of numerical mesh is 11,000 elements, all of the 
hexahedral type.   
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Figure 12: Thrust Force of the Lock-up Clutch    
 
5. RESULTS AND DISCUSSIONS 
Figure 12 shows the thrust force acting on the L/C over 
time at various speed ratios. In this simulation, the 
pump rotational speed is fixed at 2000 rpm, and the 
turbine speed is varied to achieve the different speed 
ratios. Thus, the turbine speed is 1600 rpm for e = 0.8 
and 2400 rpm for e = 1.2. Negative thrust force values 
act to separate the L/C from the input plate. Before the 
inlet pressure exceeds the outlet pressure, the thrust 
force acting on the clutch is negative, and the clutch 
holds steady. After engagement pressure is applied, the 
thrust force becomes positive and increases until it 
reaches a maximum inflection point. After passing this 
point, the thrust force gradually decreases to a minimum 
inflection point and then increases again. This trend is 
true at all speed ratios. The maximum inflection point, 
the minimum inflection point, and the point where the 
thrust force becomes zero are defined as Fl = max, Fl = 
min and Fl = 0, respectively.   

Comparing the data in Fig. 12 at speed ratio e = 0.8 
and 1.2, the maximum and minimum thrust forces have 
greater absolute values at the higher speed ratio than at 
the lower speed ratio. The shear stress induced in the 
working fluid by both the input plate wall and the L/C 
wall imparts momentum energy to the working fluid. 
Since the rotational speed of the input plate (pump 
rotational speed) is fixed, the difference in the 
momentum of the working fluid is due to the L/C speed 
(turbine speed). 

Figure 13 shows the L/C movement from the initial 
condition (lock-up off position) with various speed 
ratios.  The pump rotational speed is fixed at 2000 rpm. 
The L/C is in its initial position at s = 1.3 mm and is at 
its final engagement point at s = 0.1 mm. At each speed 
ratio, even though the inlet pressure continues to 
increase, the L/C does not begin to move until 0.005 sec. 
Once movement begins, the displacement grows 
quadratically until the L/C reaches its final engagement 
point. In addition, when the thrust force reaches  

 
Figure 13: Lock-up Clutch Moving Distance 

 
minimum inflation point in Fig. 12, the inflation point 
also can be seen at the same time in Fig.13.  Moreover, 
the higher speed ratios, the engagement time is reduced. 
At lower speed ratios, the slipping speed is higher, and 
more shear flow or more energy is created in the 
working fluid. Higher pressure is required to overcome 
the additional energy in the working fluid at lower 
speed ratios. However, since the inlet pressure is limited 
by the boundary conditions of the simulation (see Fig. 
11), the engagement time required to overcome the 
additional energy at lower speed ratios is increased.   

Figure 14 shows the pressure distribution in the 
meridian plane of the L/C for e=0.8 at three different 
values of thrust force: (a) Fl = max, (b) Fl = 0, and (c) Fl 
= min. In Fig. 14 (a), the outlet pressure is still higher 
than the inlet pressure due to the initial condition of the 
simulation.  At the same time, the pressure increases in 
the radial direction due to centrifugal pressure. The 
pressure at the turbine shell is higher than the pressure 
at the input plate. This pressure difference, shown in Fig. 
14 (a), creates a positive thrust force and acts to engage 
the L/C as previously discussed. Figure 14 (b) shows 
that the pressure distribution at the input plate and at the 
turbine shell is equivalent. Since there is no thrust force 
acting on the L/C, only inertia is driving the movement 
of the L/C. In Fig. 14 (c), the pressure distribution at the 
input plate becomes higher than at the turbine shell. The 
velocity of the L/C is reduced by the higher pressure at 
the input plate. The maximum and minimum pressure 
differences across the L/C coincide with the inflection 
points in Fig. 12.  
 Figure 15 shows the limiting streamlines on the 
input plate and the friction paper at speed ratio 0.8 and 
1.2 with Fl = min condition. Over all, due to the inlet 
pressure driven radial flow and centrifugal force, the 
flow tends to move left-bottom side to right-top side. At 
e=0.8, the rotational velocity of the input plate is higher 
than that of the friction paper (the L/C).  As a result, the 
limiting streamlines on the input plate tend to move 
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more upward compared to the friction paper side. For 
the same reason, at e = 1.2, the limiting streamlines on 
the friction paper move more upward. 

As mentioned above, the flow field around the L/C 
can be perfectly simulated. At this stage, it finally 
becomes possible to determine appropriately the value 
of every R-element shown in Fig. 8 which has relations 
with pressure loss in the flow passage around the L/C. 
 
6. CONCLUSIONS 
A proposed bondgraphs has been applied to represent 
the functions of a torque converter. This bondgraphs 
can accurately represent dynamics of the lock-up clutch 
and enables easy correspondence between the 
bondgraphs model for the torque converter and 
explanation of the physical phenomena occurring in the 
torque converter. By use of this bondgraphs it becomes 
possible to control the lock-up clutch in dynamic 
characteristics, especially in slip control of the torque 
converter. 

The flow field around the lock-up clutch has been 
simulated with a commercial CFD code. It has been 
found that the motion of the lock-up clutch is not linear, 
and that a small gap between the output plate and the 
input plate has an enormous effect on the lock-up clutch 
engagement time and on the flow field. The effects of 
the speed ratio, the pressure distribution, the streamlines 
in the meridian plane and the streamlines on the input 
plate and the friction paper have been studied. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 

 
 
 
 
 

 
The flow structures in the meridian plane are generally 
the same at the time that the thrust force becomes 
maximum or minimum, even at different speed ratio.   

As a result that the flow field around the lock-up 
clutch is simulated numerically, it finally becomes 
possible to determine appropriately the value of every 
R-element which has relations with pressure loss in the 
flow passage around the lock-up clutch. At this stage, 
the proposed new bondgraphs model enhances its 
reality. 
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ABSTRACT 
Methanol is a toxic compound produced during 
fermentation of fruit juices that normally contaminates a 
large variety of commercial distillates. This work 
focuses in applying dynamic simulation to explore 
operating conditions of a packed batch distillation 
column for reducing the concentration in the heart of 
methanol relative to ethanol, from a ternary mixture of 
water, ethanol and methanol. A non-equilibrium mass 
and energy balance model of the distillation process was 
derived and solved using the method of lines. The 
cooling rate in the partial condenser (time variable) and 
the head/heart cut time were the operating variables 
considered in this work. Simulations showed that, 
within the operating range studied, higher cooling rates 
and smaller cut times achieved lower methanol relative 
concentrations in the heart. Following a heuristic 
strategy, we reduced the relative concentration of 
methanol more than 15%, recovering 75% of the 
ethanol in the heart cut. Future work will consider an 
expanded operating range of the model, a more 
complete optimization problem and the application of 
global optimization techniques. 

 
Keywords: spirits, toxic compounds, PDE, packed 
column 

 
1. INTRODUCTION 
The quality of a fruit wine distillate is defined by the 
concentration of a large number of minor compounds 
that give the product its delicate aroma. Nevertheless, 
often the spirit contains toxic compounds or off-flavors, 
which considerably reduce the quality of the product. 
Normally, fruit distillates are produced in batch 
distillation equipments, where three fractions or cuts are 
collected: head, body and tail. The body is the cut that 
gives rise to the commercial product. 
 Little attention has been given to modeling, 
simulation and optimal operation of packed batch 
columns (Mujtaba 2004). There are several reasons that 
may explain the apparent lack of interest/research in this 
area: (i) the models involve coupled partial differential 
and algebraic equations (PDAEDs) for the mass and 
heat transfer phenomena, which are hard to solve; (ii) 
lack of flexibility of most current packed column 

algorithms as they are typically process dependent with 
narrow operating regions; (iii) the PDAEDs systems are 
frequently very stiff due to wide ranges in relative 
volatilities or large differences in packing and reboiler 
holdups (Mujtaba 2004). Moreover, minoritary 
compounds represent a challenge in packed distillation 
columns modeling, because reliable and robust 
thermodynamic models are required. 
 This work focuses in exploring, through dynamic 
simulations, operating conditions that reduce the 
relative concentration of methanol to ethanol in the 
body of a wine batch distillation, without affecting the 
ethanol yield of the process. For this purpose, a 
dynamic non-equilibrium model for distilling a ternary 
mixture (water-ethanol-methanol) in a batch packed 
distillation column was developed. 
 
2. METHODOLOGY 

 
2.1. Modeling 
We modeled a packed distillation column located in the 
Chemical and Bioprocess Engineering Department, at 
the Pontificia Universidad Católica de Chile. The 
stainless steel distillation apparatus consists of a 
stainless steel boiler (50 L), a packed column (0,3 m 
height and 8 cm i.d.) a partial and a total condenser, all 
thermally insulted. The boiler is equipped with two 2.4 
kW electric heaters, the column is filled with glass (750 
mL) and copper (500 mL), 5 mm Raschig rings, and the 
partial condenser consists of a copper coil (6 mm o.d.) 
with 140 cm2 external surface mounted above the 
packing column. Most of the assumptions employed in 
this work were taken from a previous work (Carvallo et 
al. 2011). However, in our model we included the 
heating dynamics of the packing (Wang et al. 2003) to 
reproduce better the behavior of the distillation during 
the heart cut (first 4 to 20 min). In addition, we assumed 
that the liquid and the packing were in thermal 
equilibrium in the column. The main model equations 
are shown next. 
 
2.1.1. Mass and Energy Balances in the Boiler 
Mass and energy balances were defined assuming that 
the boiler is at thermodynamic equilibrium, resulting in 
the following set of ordinary differential equations: 
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Total mass balance: 
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2.1.2. Mass and Energy Balances in the Packing 

Column 
Mass and energy balances were applied neglecting the 
dynamics of the vapor phase and assuming a liquid-
vapor interface along the column height z as follows: 
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Methanol mass balance in the liquid phase: 
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Ethanol mass balance in the vapor phase: 
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Methanol mass balance in the vapor phase: 
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2.1.3. Mass and Energy Balances in the Partial 

Condenser 
Mass and energy balances assumed that both phases 
were in thermodynamic equilibrium. Additionally, 
quasi-steady state was assumed, since its dynamics is 
much faster than the boiler and the packed column. The 
resulting equations are: 
 
Total mass balance: 
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⎝ ⎠                                             (11) 
 
Ethanol mass balance: 
 

1,
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N N C C

D

y
V y L x

R
⎛ ⎞

= ⋅ − ⋅ −⎜ ⎟
⎝ ⎠               (12) 

 
Methanol mass balance: 
 

2,
2, 2,0 D

N N C C
D

y
V y L x

R
⎛ ⎞

= ⋅ − ⋅ +⎜ ⎟
⎝ ⎠              (13) 

 
Energy balance: 
 

0 D
N N C C C

D

HV H L h Q
R

⎛ ⎞
= ⋅ − ⋅ + −⎜ ⎟

⎝ ⎠              (14) 
 
 The method of lines was applied to solve the PDE’s 
describing the packing column, considering 21 sections. 
Thus, each section was described by 4 ordinary 
differential equations; 3 mass balances plus the energy 
balance. In addition, the model of the boiler contains 4 
ordinary differential equations and the model of the 
partial condenser contains 4 algebraic equations, since it 
is assumed pseudo-stationary. Finally, the gas phase in 
the packing column is assumed pseudo-stationary, 
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contributing with two additional ordinary differential 
equations (mass balances of ethanol and methanol). The 
model also includes a set of constitutive algebraic 
equations describing the vapor/liquid equilibrium and 
the mass transfer. Thus, as a whole, the model contains 
90 ordinary differential equations and 36 algebraic 
equations, which were solved in Simulink/Matlab®. 
This model was calibrated with data collected in a 
laboratory distillation column (Munizaga-Miranda 
2011). 
 
2.2. Exploring Operation Strategies 
Due to the complexity of the problem, we used trial and 
error and intuition to first defined a feasibility operating 
range. This is a tricky task, because the bounds on one 
parameter depend on the value of the other operating 
parameters. The cooling rate in the partial condenser, 
QPC, and the head/heart cut time, tcut, were the 
operating variables we explored. Since QPC is time 
variable and can take any form, to simplify we 
constrained the search to a specific time function 
containing few adjustable parameters. This function was 
used before in the optimization of a tray batch 
distillation operation (Osorio et al. 2005), since it 
generates smooth cooling rate trajectories that are easily 
attained in industrial stills with standard control 
systems. Hence, this exploratory study is reduced to 
find a limited number of operating parameters that 
achieve the lowest methanol relative concentrations. For 
the head stage, the operating parameters were the 
cooling rate at the end of the stage (Qhead) and the 
head/heart cut time (tcut). On the other hand, for the 
heart stage, the operating parameters were the cooling 
rate (Qheart) at a hypothetical distillation time (8 h) and 
the curvature α. 
 The distillation begins by heating the mixture in the 
boiler until the column reached total reflux in steady 
state. Then, the head stage starts by reducing the 
cooling rate from 633 W following a predefined 
function (eq. 15). The collection of the heart cut starts at 
tcut, where the heating power in the boiler is reduced 
30% and the cooling rate follows a trajectory defined by 
another predefined function (eq. 16). The heart cut 
finishes when 75% of the initial ethanol is recovered. 

( ) )1.11(63311)(
1−

−−−= cutt
t

headheadheadc QQtQ  (15) 
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−

−
−
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α
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 The following figure shows this operating strategy 
in both stages. 
 

 
Figure 1: Operating strategy of the cooling rate in the 
partial condenser, during the head and heart Stages. 
 
 The cooling rate during the head stage (dot and 
dashes line on the left of Fig. 1) starts with total reflux 
(633 W, t = 0) and finishes at the head/heart cut time, 
when the collection of the heart cut begins. The cooling 
rate variation during the heart stage is defined by the 
values of parameters Qheart and α in eq. 16. Qheart 
corresponds to the hypothetical cooling rate that would 
be retired if the distillation lasted 8 h. However, the 
distillation finishes when 75% of the initial ethanol is 
recovered; hence, the distillation lasts less than 8 h. In 
addition, the curvature parameter, α, allows to define 
different trajectories, like for example the dotted line in 
Fig. 1. 
 Our aim is to reduce the concentration of methanol 
in the heart cut, in relation to the ethanol content in 
standard volume (20°C); i.e., relative to absolute 
alcohol (a.a.). This study considers 2 initial 
concentrations of methanol: low (2.3 g/L a.a.), which 
was considered before by Carvallo et al. (2011), and 
high (39.3 g/L a.a.). In each case, a hyper-grid of 4 
operating parameters is assessed by simulations using 3 
equidistant levels for Qhead, tcut and Qheart, and 3 
logarithmically equidistant levels for α. Altogether, 162 
simulations were performed. Initially, the average 
simulation time was 25 min each. However, after 
properly tuning the Max step size in the Simulink 
configuration parameters menu, the simulation time was 
reduced to 1 min 20 s. In addition, the ode15s stiff 
solver was used, which is a variable order solver based 
on the numerical differentiation formulas. 
 
3. RESULTS 
Considering several metrics, the model developed in 
this work outperformed the one developed by Carvallo 
et al. (2011). We believe that the better performance of 
our model can be explained by the inclusion of the 
packing heating dynamics. As an example, Fig. 2 shows 
the improvement in methanol recovery predictions 
compared to Carvallo’s model. 
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Figure 2: Evolution of total recovered methanol and 
relative methanol concentration in a given distillation. 
 
 It is important to highlight that the experimental 
points shown in Fig. 2 were used for model validation 
only, i.e., were not used for model calibration. 
 Our objective is to find by means of simulations, 
operating conditions for the batch distillation that 
reduce the relative concentration of methanol in the 
heart cut, for a fixed ethanol recovery of 75%. First, two 
feasible regions for the operating parameters of the 
distillation process were found. The first one considered 
the effect of Qhead and tcut. Taking a single value of Qheart 
and α, a range of Qhead and tcut was assessed. This 
feasible operating region is: 
 
300 W < Qhead < 550 W 
240 s < tcut < 1200 s 
Qheart = 500W 
α = 0.01 
 
 In turn, to assess the influence of Qheart and α, Qhead 
and tcut were fixed at 550 W and 1200 s, respectively. 
The resulting feasible region in this case is: 
 
Qhead = 550 W 
tcut = 1200 s 
300 W < Qheart < 500 W 
0.01 < α< 5 
 
 For the low initial methanol case, with the best 
operating conditions found, it was possible to reduce 
19.3% the concentration of methanol in the heart in 
relation to its concentration in the initial mixture. In 
turn, with the less effective operation only a 10.4% 
reduction was obtained. This difference in methanol 
recovery is in agreement with that observed in pear and 
kiwi distillates using traditional alembics and packing 
columns (García-Llobodanin et al., 2011; López-
Vázquez et al., 2012). Still, the lowest methanol 
concentration achieved (1.85 g/L a.a.) for the low initial 
methanol case, is above the maximum allowed by the 
Chilean legislation (1.5 g/L a.a.). 
 For the high initial methanol case, with the best 
operating conditions found, it was possible to reduce 
17.6% the methanol concentration in relation to the 

initial mixture. On the other hand, the less effective 
operation achieved a reduction of only 10.3%. 
Although, the minimum concentration achieved (32.4 
g/L a.a.) is much higher than the legal limit in Chile. 
 Within the explored range, the most sensitive 
operating parameters on methanol concentration were 
the head/heart cut time (tcut) and the cooling rate at the 
end of the head stage (Qhead); representing both a 70% 
of the total effect on the methanol concentration. In our 
study we considered a constant curvature in the cooling 
rate function in the head stage. Hence, given the high 
impact that this heat has in the methanol concentration, 
future works should consider a variable curvature. 
 As seen in Fig. 3, the relative concentration of 
methanol in the heart depends linearly on the cut time 
tcut. 
 

 
Figure 3: Effect of cut time in the relative concentration 
of methanol in the heart cut, for different values of 
Qhead, for Qheart = 550 W and Α = 0.01. High initial 
methanol concentration case. 
 
 It is evident from the figure above that the heart 
stage should be as short as possible, a result that is 
counter-intuitive. Moreover, it is better to operate with 
the highest possible rectification (high Qhead). Hence, 
both operating parameters are active constraint in our 
search problem. In addition, it was not observed a 
relevant interaction between Qhead and tcut in the 
concentration of methanol in the heart. 
 Figure 4 shows the effect of Qheart in the relative 
methanol concentration. 
 

 
Figure 4: Effect of Qheart in the relative concentration of 
methanol in the heart cut, for different curvatures Α; 
Qhead = 550 W and tcut = 20 min. High initial methanol 
concentration case. 
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 Even though methanol concentrations varied in a 
nonlinear form with Qheart, the best condition is also in 
the bound of the feasible range. Applying higher values 
of Qheart (meaning high rectification) produce distillates 
close to the azeotrope or extremely low distillate 
flowrates, causing simulation problems. 
In order to expand the feasible range of the model, 
operating parameters should be redefined or the cooling 
rate should be constrained during simulations, to avoid 
approaching the azeotrope in the distillate and ensure a 
minimum distillate flowrate. 
 In addition, Fig. 4 shows that while Qheart increases 
the influence of the curvature parameter (α) in the 
methanol concentration falls. High values of α tend to 
increase the high cooling period during the heart stage, 
yielding a highly rectified distillate. Hence, by keeping 
the rectification high for long periods during 
distillation, we can reduce the relative concentration of 
methanol in the heart. 
 Figure 5 shows the impact of the main operating 
parameters on the distillation length. 
 

 
Figure 5: Effect of tcut and Qheart in the distillation 
length. High initial methanol concentration case. 
 
 According to the figure the distillation can last 
between 8.1 and 6.3 h, which correspond to the extreme 
values in the studied range of parameters tcut and Qheart. 
The former is the one that influences more the 
distillation length, accounting near 70% of the variation. 
This has important practical consequences, since the 
minimum value of tcut reduces simultaneously the 
distillation length and the relative concentration of 
methanol in the heart. In turn, the other operating 
parameters consider in this study, either reduce the 
distillation length or reduce the methanol concentration. 
It is worthwhile mentioning, that our simulations 
indicate that the curvature parameter does not affect the 
duration of the distillation for values of Qheart above 300 
W. 
 
4. CONCLUSIONS AND FUTURE WORK 
Within the studied range of operating parameters, the 
defined optimization problem is reduced to evaluate the 
bounds of the feasible operating region. The difficulty is 
to find the feasible range, since the bounds on one 
parameter depend on the value of the other operating 

parameters. Using trial and error and intuition, we found 
the following set of operating parameters that achieved 
minimum relative methanol concentration in the heart 
cut: tcut = 4 min, Qhead = 550 W, Qheart = 500 W and α = 
0,22. This set of values is independent of the methanol 
concentration in the initial mixture. Therefore, to find 
even better operating conditions, future work should 
focus in extending the feasible range of operation of the 
distillation simulation. Hence, a more robust model 
should be developed and better numerical algorithms 
should be applied. In addition, operating parameters can 
be redefined or cooling rate constraints can be included 
in the simulations, to avoid reaching the azeotrope in 
the distillate and ensure a minimum flowrate of 
distillate. 
 Furthermore, if a more difficult optimization 
problem arises, where the optimum operating 
parameters are not in the bounds of the feasible region, 
a global optimization code will be used to find the 
optimum. 
 Finally, since the legal limit for methanol was 
surpassed in both cases analyzed, it may be good option 
to change the objective function. For example, 
maximize the ethanol recovery in the heart, subjected to 
a maximum relative methanol concentration. 
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NOMENCLATURE 
cp Heat capacity, J/g K 
ct Concentration, mol/mL 
H Enthalpy vapor phase, J/mol 
h Enthalpy liquid phase, J/mol 
hL Liquid hold-up, m3/m-3 

L Molar flow in liquid phase, mol/s 
M Moles of retained liquid, mol 
M' Moles of retained liquid per meter of packing, 

mol/m 
m' Mass per meter of packing, g 
Q Heat, W 
RD Reflux ratio 
S Cross section of the column, m2 
T Temperature, K 
t Time, s 
V Molar flow in gas phase, mol/s 
x Molar fraction in liquid phase 
y Molar fraction in gas phase 
z Column height, m 
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ABSTRACT 
Industries and institutions are more and more prone to 
be equipped with servers to control all required 
computational and communication tasks. In many cases 
where the computational requirements of tasks or where 
data management are enormous, the need for proper 
configuration of the server cabinets is important to 
optimize cooling mechanisms and to improve energy 
efficiency. Specialized software are presently available 
to model new server centers with optimized 
configuration. However, there are no clear guidelines in 
the literature on the best way to build datacenter and on 
how you could increase efficiency of existing server 
center. In this paper, we present a Computational Fluid 
Dynamics (CFD) model made use to evaluate different 
solutions of cooling in data center and to write 
guidelines to help owners to improve efficiency of their 
buildings. Then a look is taken to control strategy that 
could be develop with those simulations. 

 
Keywords: Flow Simulation, SolidWorks, Data center, 
Cooling optimization. 

 
1. INTRODUCTION 
Telecommunication services mainly those involving IP 
internet protocol have known enormous growth over the 
last few years and, thus, servers with enormous 
computational capacity have become very common. 
With them, challenges with regard to optimized cooling 
configuration, have surfaced. These mainly target 
already existing server centers as newly built ones are 
designed with specialized software using the cooling 
criteria as an intrinsic design parameter. Methods 
involving positioning of the server cabinets according to 
hot/cold corridor logic and their confinements at 
different levels exist and can lead to significant energy 
savings. However, in many cases, the non-uniformity of 
air inlet and outlet positioning and sizes bring additional 
challenges. Hence, in an attempt to advice upon proper 
ventilation to minimize air conditioning cost, a 
numerical model based on SolidWorks Flow Simulation 
CFD computational engine has been developed to 
characterize different situations and scenarios and then 
provide conclusions about the cooling mechanism in a 

server center. Furthermore, the model has been made 
generic as possible to be applicable to a large number of 
data centers. This paper, first, presents a literature 
review of this field and then focuses on the 
characteristics of the model. Following the model 
presentation, the article then ponders on the validation 
of the numerical model on a test bench case followed by 
results and conclusions obtained for an industrial server 
center case study. The article concludes by providing 
recommendations for optimization of the server 
arrangement and cooling mechanisms as well as an 
insight of future development in predictive control. A 
2D lumped model is built for a simplified server centers 
and a state model is built in a temperature predictive 
algorithm control.  
 
2. LITERATURE REVIEW AND CHOICE OF 

SOFTWARE 
In order to better understand the intrinsic engineering 
analysis that are required into thermal modeling of 
server centers, the intrinsic mechanism of server centers 
and related cooling systems and to analyse 
improvement possibilities with regard to existing tools, 
a literature review has been performed. One of the 
essential conclusions of our research has been that 
simulation tools should be used for positioning 
optimisation (of server cabinets and cooling systems) of 
to be constructed data centers. In other words, the tools 
inscribe themselves as an architectural tool into the 
development of new datacenter. However, we need to 
develop a tool to provide guidelines in improving 
energy efficiency of already existing server centers 
where different constraints need to be respected. When 
it comes to modeling of distinct isolated thermal energy 
generating electronic devices, there have been recent 
developments in the availability of thermal modeling 
tools for architectural studies in the academic/research 
community. One such tool is HotSpot (K. Skadron and al, 
2003) for microprocessors, which models temperature 
using thermal resistances and capacitances derived from 
the layout of micro-architectural structures that has been 
validated using finite element simulations. Rather than 
detailed thermal simulators for processors, quick 
estimation using convective energy dissipation 
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techniques are used after calculating a processor’s 

energy consumption using event counters in (F. Bellosa 
and al, 2003; A. Weissel and F. Bellosa, 2004). Such 
estimation has been used for developing temperature 
aware scheduling (A. Weissel and F. Bellosa, 2004). There 
have also been thermal modeling studies for individual 
disks (S. Gurumurthi, A. Sivasubramaniam, and V. 
Natarajan, 2005) and disk arrays ( R. Huang and D. Chung, 
2002), with the former providing a tool which also 
integrates with a disk performance simulator for 
architectural studies. These tools, which allow 
integrated performance and power/thermal studies, have 
been facilitating research contributions (K. Skadron and 
al, 2003; D. Brooks and M. Martonosi, 2001; M. Gomaa, M. 
D. Powel and T. N. Vijaykumar, 2004; L. Shang and al, 2004; 
S. Gurumurthi and al, 2003; Y. Kim and al, 2006; E. Pinheiro 
and R. Bianchini, 2004) in the architecture community for 
reducing power/temperature. All these tools are useful 
when studying and optimizing individual components. 
However, in this paper, we are interested in studying 
complete data center systems, where there could be 
interactions between different components. A recent 
tool (T. Heath and al, 2006) proposes using simple 
equations to calculate temperatures at very specific 
points in the server center system. While this approach 
suffices for certain simple “what-if” questions as 

suggested in (T. Heath and al, 2006), a CFD based model 
is needed for a more holistic examination of the system 
under a wider spectrum of static (e.g.: where to place 
components, computer room air conditioning (CRAC) 
units) and dynamic (e.g.: how long before the 
temperature reaches a threshold upon fan failure? what 
thermal management technique provides the best 
recourse upon emergency?). Fluid flows need to be 
modeled accurately for figuring out where components 
need to be placed and understanding complete system 
interactions. Thermal modeling of data centers: The 
importance of cooling high density 
datacenters/machine-rooms has attracted considerable 
interest recently (N. Rasmussen; N. Rasmussen; R. K. 
Sharma, C. E. Bash and C. D. Patel, 2002; C. E. Bash, C. D. 
Patel and P. K. Sharma, 2003; P. Rodgers and V. Eveloy, 
2003; J. Moore, J. Chase and P. Ranganathan, 2006). Most of 
these studies (J. F. Karlsson and B. Moshfegh, 2005; C. D. 
Patel and al, 2002; C. D. Patel and al, 2001; C. D. Patel and al, 
2003; M. H. Beitelmal and C. D. Patel, 2004; C. D. Patel and 
A. J. Shah, 2005; S. V. Patankar and K. C. Karki, 2004) have 
looked at this problem from an engineering perspective 
of designing CRAC and other cooling systems, 
placement of racks in machine rooms, etc., with many 
of them using CFD models. For instance, (R. Sharma and 
al, 2005) points out that heat recirculation is a limiting 
factor in existing cooling systems and proposes using 
fan/coil unit in the ceiling above the rack. Impact of 
CRAC failures on static provisioning has also been 
studied using CFD models (C. D. Patel and A. J. Shah, 
2005). From the computer science/systems perspective, 
researchers are starting to use CFD models for workload 
placement (J. Moore and al, 2002; J. Moore and al, 2005; J. 
Mooreand al, 2006) across racks of a machine room, and 
balancing the temperature across these racks (R. Sharma 

and al, 2005). The different studies supported our choice 
for a CFD code. The most widely used code in such 
cases is « FloVENT simulation software » as it 
comprises of a specialised module in server air 
conditioning modeling. However, this license is not 
available at Univesity of Quebec at Rimouski (UQAR) 
and the choice was made among Comsol multiphysics, 
Ansys CFX, Ansys Fluent and SolidWorks Flow 
Simulation. For simplicity and functionality reasons 
SolidWorks would have been the software of choice for 
geometry modeling. Furthermore, the aim of the project 
was to define a tool that allows trend characterisation to 
advice on cooling, heat sources and heat sinks 
positioning rather than high accuracy point to point 
temperature definition. For these reasons, SolidWorks 
Flow Simulation was chosen. 

 
3. CFD MODEL 
The aim of this work is to build a numerical model of a 
server center such we can evaluate the impact of 
modifying the air flow, the addition of confinements, 
etc. on the temperature distribution. The model was 
built on SolidWorks commercial software and respects 
the actual geometrical parameters of the real server 
center. The boundary conditions for a given simulation 
were also defined according to measured data in the real 
physical center. The computational domain was 
bounded by the walls of the actual data centre. The CFD 
model was based on previous calibration works that 
evaluated the relative performance of turbulence 
models, transition models, mesh type and size and the 
size of the computational domain. The size of our 
domain in our case is the size of the room. The 
SolidWorks automatic mesh generator was used. The 
mesh was successively refined from a completely 
coarse one and a convergence study was performed. 
The mesh size relating to relative error of less than 3% 
between two consecutive simulations was taken. This 
consisted of 250 000 tetrahedrons. The used turbulence 
model was a k-episilon one with fully turbulent 
transition.   

 
4. CFD VALIDATION 
The SolidWorks based numerical model’s capacities 
need to be tested and validated in order to be able to 
assume advices made to the industry viable. For such, 
the main server room of UQAR was used as a test 
bench. The geometric model of the UQAR server room 
was modeled on SolidWorks. For a specific working 
regime (assumed stationary as the variability is quite 
small over a short time period), the power output of the 
different server center components, the inlets and 
outlets air temperature and flow (pressure velocity and 
area of exit) as well as the power rating of other 
different heat sources were measured and entered as 
boundary conditions in the validation model. The 
computational domain was the data center room in real 
size as the simulation was a bounded one and the flow 
simulation was run as steady. The model mesh size and 
turbulence models were all configured according to the 
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previously described methodology. Figure 1 illustrates 
the temperature distribution obtained for a specific 
situation. 

 
Figure 1: Results with Validation model 

 
In this figure, the grey square represents the air inlet 
whereas the orange blocks represent the racks. The blue 
modules are the CRAC units. To validate the quality of 
the results, the data center was run at the same “regime” 

and the temperature in a corridor between the racks was 
measured on a central plane at middle altitude with 
respect to the two calculation columns lines. Table 1 
illustrates the obtained simulated results compared to 
experimentally measured ones. It is to be noted that 
Windmate 200 instrument was used to measure both the 
volumetric flow rate and the air temperature. A 
windmate 200 is an instrument usually used in sea 
navigation to measure wind speed, wind direction, 
temperature, chill and other navigation pertinent 
parameters.  
 

Table 1: Single Line Table Caption 
x [m] y [m] z [m] Fluid 

Temperature 
[°C] 

Measured 
[°C] 

Error 
[°C] 

3.20 1.49 0.41 24.77 26.1 1.33 
2.55 1.49 0.41 24.36 26.0 1.64 
1.89 1.49 0.41 23.83 25.6 1.77 
0.70 1.49 0.41 23.60 24.6 1.00 
0.05 1.49 0.41 23.42 23.2 -0.22 
-0.59 1.49 0.41 22.88 21.4 -1.48 
-1.23 1.49 0.41 21.58 20.4 -1.18 
-1.88 1.49 0.41 21.95 18.8 -3.15 
 Mean 23.30 23.26 -0.23 

Standard 
deviation 
[%] 

1.111 2.79 11.98 

 
We note that the simulated and experimental trend of 
the temperature variation on the same crucial geometric 
reference was very similar. We note a mean error of -
0.23198 °C and a standard deviation of the two sets of 
data of 12 %. These can be explained and justified as 
follows: The transport equation of any parameter,  , in 
the computational code is defined as:   
 
   

  
    (   ⃗ )     (      )                      ( ) 

 
This equation defines only heat transport via source,  
convection and diffusive terms. These terms were 
neglected in our model as the convective factor was 
assumed much larger than the other thermal transport 

terms. Furthermore, analysis of simulated results allows 
us to believe that the flow was intermittently laminar 
and turbulent (in both space and time). Due to model 
flow limitations, the simulation was performed as 
purely turbulent. The k-epsilon model was used. This 
model works well in thin shear layers where the 
changes in the flow direction are always so slow that the 
turbulence can adjust itself to local conditions. In flows 
where convection and diffusion cause significant 
differences between production and destruction of 
turbulence, as it is here the case, a compact algebraic 
prescription for the mixing length is no longer feasible 
and the k-epsilon model is a justified choice. However, 
further analysis of the characterizing equations of the 
model lead us to believe that a K-omega Shear Stress 
Transport turbulence model (k-      ) would have 
been more appropriate. The study of the k-epsilon and 
the k-       models in (D. Ramdenee and A. Ilinca, 2011) 
lead us to notice that the latter model includes terms that 
account for stress shear transport along boundaries 
defined as[         

 

 
  

   

   
    ]   

    . In the real 
server center, such phenomena do occur. Therefore, the 
modeling would have been more precise with the k-
      , which is, unfortunately not available in 
SolidWorks Flow Simulation. It is, also, interesting to 
note that the flow is intermittently laminar and 
turbulent, such that the use of a transition model 
including an intermittency factor would have improved 
precision. Apart from the modeling aspect, it is 
pertinent to note that the precision of the Windmate 200 
is 1 °C for temperature and 3 % variability for 
volumetric flowrate. Finally, human presence during 
measurement is, also, considered to influence 
experimental results. Therefore, we can consider our 
model very accurate whilst recognizing improvement 
opportunities in future versions 

 
5. INDUSTRIAL SIMULATION  
The actual industrial data center that was simulated to 
recommend on thermal optimisation contained 36 
cabinets and 4 cooling units. Figure 2 represents the 
configuration with respective power output and air flow 
at different data centre cabinets and cooling units.  

 
Figure 2: Real industrial model configuration  

 
Following a meeting with the client, the different 
possible modifications that could be applied to the 
server center were established and the mandate was to 
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evaluate the impact of the different modifications to 
advise upon the return rate of investment and energetic 
consumption impact. 7 different scenarios were 
identified. The scenarios were a combination of 
confinement possibilities of the cabinets and the air 
volumetric flow rate geometric positioning. In the 
complete study, all the different cases were exhaustively 
studied and recommendations were based on the 
analysis of around 6 different simulations. With 
reference to figure 3, 4 and 5 where the geometries of 
the different scenarios are illustrated, in this article, we 
will emphasize on the 1) effect of complete 
confinement, 2) effect of cooling airflow from the 
ceiling (down flow) or the floor (up flow), 3) effect of 
removing all confinements and 4) the effect of only 
confining the cabinets top with applying down flow 
cooling effect (from the ceiling). The choice of these 
results have been based on the need to define 
scenario(s) that amplify temperature fall and 
standardization, effect of standard cooling flow 
direction, recirculation and vortex analysis and the need 
to characterize the most energy efficient scenario. 

 

 
 

Figure 3: Scenarios representing cool air flow from 
raised floor and exit in ceiling without confinement and 
confinement over cabinet only 

 

 
 

Figure 4: Scenarios representing cool air flow from 
raised floor and exit in ceiling with full confinement 
and cool air down flow with exit through air 
conditioners without any confinement   

 

 
 

Figure 5: Scenarios representing cool air down flow 
with exit through air conditioners with confinement 

only above the cabinets and full confinement 
respectively 

 
6. RESULTS 

 
6.1. Effect of total confinement 
When the confinement is complete, the mean 
temperature in the hot corridor tends to become uniform 
and falls by several degrees. We notice from figures 6, 
7, 8 and 9 that the temperature range gets reduced from 
a maximum of 310C to 270C. This method seemingly 
better controls the hot air exits and enable more 
effective channeling of the cool air. The confinement is 
in fact a vertical lid that connects and bounds any 
cabinet or wall with the ceiling.  

 
Figure 6: Horizontal temperature distribution for second 
scenario illustrated in figure 3 

 

 
Figure 7: Horizontal temperature distribution for first 
scenario in figure 4 

 

 
Figure 8: Horizontal temperature distribution for first 
scenario in figure 5 
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Figure 9: Horizontal temperature distribution for second 
scenario in figure 5 

 
Figures 6 to 9 illustrate temperature distribution results 
on the same horizontal plane for diverse cool air flow 
direction for totally confined and semi confined 
geometries. It is clearly noticeable that for figures 7 and 
9 where the simulations are for different air flow but 
complete confinement, the temperature is very uniform. 
Furthermore, analysis of the temperature color range 
allows seeing rapid temperature drop. 

 
6.2. Effect of up flow or down flow cooling  
This section ponders on the impact of the flow being 
from raised floor to ceiling or vice versa or into air 
conditioners directly. Being given that the previous 
section showed marked advantage of total confinement, 
we will evaluate the importance of cooling scheme with 
total confinement only. Figures 7, 9, 10 and 11 illustrate 
temperature uniformity in the cold corridor which is 
cooled by airflow at 16 °C. We can, thus, conclude on 
the fact that when the cold corridor is completely 
confined, there is no significant difference in the 
temperature distribution by up flow or down flow 
cooling.  

 
Figure 10: Vertical temperature distribution cool air 
down flow with exit through air conditioners without 
any confinement   

 

 
Figure 11: Vertical temperature distribution for second 
scenario in figure 5 

 
Analysis of figure 7, 9, 10 and 11 allow us to see 
appreciable homogeneity and comparable low profile 
temperature range. These two advantages have been 
already associated to total confinement modification. It 
was, thus, concluded, that the two cooling sequences 
(simulated in these 2 cases) do not have any major 
consequence on the results.  
 
6.3. Effect of removing all confinements  
Previous simulations allowed us to see that confinement 
appreciably improve homogeneity and lower average 
temperature distribution. Simulation without any 
confinements has been performed to evaluate the 
presence of recirculation zones and vortex shedding that 
reduces homogeneity and adds to zones of “thermal 

uncertainty”. Such is visible in figures 6 and 8 whereby 

circular high temperature zones are visible. These have 
been explained by hot air recirculation which is 
noticeable in figures 12 and 13. 
 

 
Figure 12: Air flow simulation for second scenario 1 in 
figure 3 

 

 
Figure 13: Air flow simulation for second scenario 2 in 
figure 3 
 
Close analysis of figure 12 allows us to see more high 
temperature zones due to hot air recirculation as 
compared to figure 13. This can be explained by the 
absence of confinements in simulation of figure 12. The 
confinements in simulation of figure 13 are only over 
the cabinets.  
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6.4. High efficiency gain 
It has been noticed through several previous simulations 
that major advantages are achieved with adding 
confinements above the cabinets. Successive 
simulations with different flow direction and 
mechanisms with these confinements have leaded us to 
advice on the significant energetic gain of down flow 
cooling from ceiling with confinements above the 
cabinets. This can be illustrated by comparison of figure 
8 with figure 14, and comparison of figure 15 with 
figure 16. 

 
Figure 14: Horizontal temperature distribution for 
second scenario in figure 4 

 
Comparison of figure 8 and 14 let us notice, that on a 
horizontal plane for ceiling to air conditioners air flow 
in both cases, the simulation with confinements ( figure 
8) propose cooler charged air in the cabinets. Similar 
conclusions can be made from figures 15 and 16.  

 
Figure 15: Vertical temperature distribution for cool air 
down flow with exit through air conditioners without 
any confinement   

 

 
Figure 15: Vertical temperature distribution for cool air 
down flow with exit through air conditioners with 
confinement only above the cabinets 
 

7. FUTURE OF THE PROJECT  
It is essential to understand that most industrial data 
centers we have worked upon are two-lines one and the 
temperature sensors are placed far from the cold 
corridor found between the server centers lines. This is 
quite contradictory because the cold central corridor is 
the most crucial place for temperature control. In this 
section of the report, we propose an outline of the work 
being conducted in order to define a refined temperature 
control algorithm. In the article we develop differential 
equations and a control algorithm for a 2D lumped 
model of the cold corridor. This part of the article only 
describes a methodology that is yet to be modified to 
the server context. This will be part of the future of this 
presented project. In this case, we model 4 walls and a 
thermal power flux as generic as an energy Qser, This 
model does perfectly represent the server center model 
but is used as starting point into applying predictive 
control to a future 3D model of the server room. 
Furthermore, we acknowledge that definition of 
perpendicular heat transport might be an important 
factor since the server room is not a confined one. In the 
future, effort will be made on the 2D model to compare 
predicted results with experimentally measured ones, 
for the same situations and improve the accuracy of the 
model as a result. Examination of the complete air 
conditioning system allows us to see that we can control 
the alimentation air temperature via valves controlling 
chilled water flow in the CRAC unit. The volumetric 
flow of the air can also be controlled. It is essential to 
keep in mind that, for any control mechanism, the 
norms of air content must be respected and be a primary 
condition in the algorithm code. An outline of a typical 
air conditioning system in a building is illustrated in 
figure 16, which is an excerpt from (Tabeli and al). 

 
Figure 16: Typical Air conditioning system from (Talebi 
and al) 
 
The air conditioning system with its control loops for a 
temperature cascade control is used for education and 
research on building energy management systems. In its 
structure it is equivalent to common industrial 
applications explaining the choice of this example. The 
supply air system consists of motorized dampers 
(Damp), a preheated exchanger (Ph), a chilled water 
exchanger (Ch) and a secondary heating exchanger (Sh) 
to condition the air temperature. The steam humidifier 
(Hu) and filter (Fi) are not taken into account for the 
temperature control (Talebi, R. Daryani and H. Plass, 1998; 
Talebi, R. Daryani, and H. Plass, 1998). In order to 
predicatively evaluate the temperature distribution and 
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accordingly adjust alimentation temperature, a primary 
2D model has been built. Despite the advent of higher 
accuracy techniques, a lumped method has as advantage 
the implementation of a simple model that allows real 
time simulation to propose predictive control 
mechanisms. 
Predictive control will be applied on a 2D model 
expressed via state equations defined by differential 
equations. In this section, we will describe the equations 
for a simple four walled room with a given disturbance 
due to the data centers Qserver. Equations are only 
developed for one partition. In the future, such will be 
improved and adjusted to the real server centre room. 
Let T represent the temperature, Q, the heat flux, A, the 
surface are, X the thermal transmittance in Wm-2k-1, the 
subindex “i” representing interior, “o” representing 

exterior and “v” representing ventilation. Furthermore, 
“w” represents wall with subindexes 1, 2, 3 and 4 
expressing the four different walls. “f” refers to the 

floor, “c” refers to the ceiling and “p” to a partition. “C” 

refers to capacitance. Finally, “tiair” and “toair” represent 

the internal and external air temperature. The different 
temperatures shall be measured by different sensors. 
Application of state equations with known data center 
disturbance will allow for calculation of temperature 
gradient and hence predict future temperature. 
Henceforth, ventilation flaps and valves will be 
accordingly controlled to keep optimized temperature. 
The definition of state equations will be implemented in 
Simulink Linear library model. Derivatives will be 
integrated using a 4th order Runge Kutta method with a 
0.1 hour integration interval. (This is assumed sufficient 
considering the macro variability scheduled in the data 
centre system). The simple four walls, one partition 
model is first schematized in an equivalent electrical 
diagram illustrated in figure 17 for simplicity reasons.  

 
Figure 17: Equivalent Electrical schematic of thermal 
loads 

 

Following equations describe the different thermal 
transfers at the different parts of the system: wall, 
partitions, etc. 
 
Wall 1: 
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Single partition: 
 
    

  
 
   

   
[
(   )    

    

    (     

     )]                                            ( ) 

 
Internal Air: 
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The differential equations are then written in matrix 
form of the type:  

 

 ̇                                                                    ( ) 

 

 ̇ is a vector of derivatives, A and B are matrices of 
coefficients, T is a vector of states and i is a vector of 
inputs. This leads us to the following matrix equation. 
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These equations make up the state equation. Inputs i are 
entered via WPPT like systems including historical and 
probabilistic data of data centre operation as well as 
sensor measured external data. This allows the 
differential equations inscribed in the matrices to 
predict the temperature gradient and temperature 
distribution. Henceforth, a controller (as a modification 
of the state equations) can be added to the system that 
will accordingly vary the CRAC unit commands to 
optimise temperature distribution. The algorithmic 

layout of this control algorithm is presented in figure 
18.  

 

(11)  
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Figure 18: Preliminary layout of control algorithm 
 
However, this model does not allow for direct control 
since the variable that we wish to control is the mean 
temperature of the cold air used to cool the server 
centers in the cold corridor. In practice, in order to take 
action on this temperature, two parameters are usually 
altered: the opening of the water valve in the heat 
exchanger coil of the cooling unit and the frequency of 
the CRAC engine. Since,  ̇   ̇    , we can control 
the mean temperature in the cold corridor by acting on 
 ̇ which is the volumetric flow rate and the input cold 
air temperature to vary the cooling level of the data 
centers. The control loop is established with respect to a 
temperature sensor that measures the air temperature of 
the air returning to the cooling system or with respect to 
a thermostat situated in the cold corridor.  Therefore, 
the control algorithm will make use of a large number 
of steady state simulations with three varying 
parameters. These are: the temperature of the input cold 
air, the volumetric flow of the cold air and the power 
output of the server centres. Analysis of the different 
simulations will allow us to define within a multi 
variable choice algorithm a correlation between the 
temperatures measured by the sensor to propose a 

control via correction from results obtained from the 
different simulations. Furthermore, the inclusion of 
statistical model providing information on the server 
centers power output and a model allowing 
quantification of energy and cost efficiency by varying 
the volumetric flow rate of the cold air, in the 
simulation-sensor control model, will allow real time 
optimisation according to different criteria.  The state 
model can be used as a gradient matrix to verify 
simulation results at chosen simulation time steps. 
 
8. CONCLUSION 
In this paper we have presented work performed on an 
industrial data center in an attempt to define, according 
to given inputs, the temperature distribution in the cold 
and hot corridors. Emphasis has been laid in the 
modeling of the cold corridors. Moreover, different 
scenarios, including flow direction and partition have 
been evaluated using CFD methods. The CFD model 
has been calibrated as far as possible and the standard 
deviation between the measured and CFD predicted 
results have been explained and analyzed from both 
experimental (measurement errors, etc.) and numerical 
(turbulence and transport models) point of view. 
Different results have been illustrated to propose and 
enable the reader to evaluate the pertinence of such 
tools in data center and room temperature distribution 
modeling. Finally, the authors have pondered upon 
control algorithms and preliminary work based on a 
simplified 2D lumped model has been illustrated in this 
paper. In the future, we project to work on an optimized 
meshed model and propose a 3D predictive control 
model. 
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ABSTRACT 
The mechanistic model of the phytoplankton 
photosynthesis-light intensity relationship and nitrogen 
transformation cycle are investigated. Assuming that 
phytoplankton regulates its photosynthetic production 
rate with certain strategy which maximizes 
photosynthetic and biomass production, respectively 
two such possible strategies were examined using a 
neural network based optimal control synthesis for 
solving fixed and free final time optimal control 
problems with control and state constraints. The optimal 
control problem is transcribed into nonlinear 
programming problem which is implemented with 
adaptive critic neural network. Results show that 
adaptive critic based systematic approach holds promise 
for obtaining the fixed and free final time optimal 
control with control and state constraints. 

 
Keywords: optimal control problem, state and control 
constraints, free terminal time, neural network 
simulation, phytoplankton photosynthesis, nitrogen 
transformation cycle, optimal photosynthetic production 

 
1. INTRODUCTION 
Optimal control of nonlinear systems is one of the most 
active subjects in control theory. There is rarely an 
analytical solution although several numerical 
computation approaches have been proposed (for 
example, see (Kirk, 1989), (Polak, 1997). The most of 
the literature dealing with numerical methods for the 
solution of general optimal control problems focuses on 
algorithms for solving discretized problems. The basic 
idea of these methods is to apply nonlinear 
programming techniques to the resulting finite 
dimensional optimization problem (Buskens, Maurer, 
2000). When Euler integration methods are used, the 
recursive structure of the resulting discrete time 
dynamic can be exploited in computing first-order 
necessary condition.  

In the recent years the neural networks are used for 
obtaining numerical solutions to optimal control 
problem (Padhi, Unnikrishnan, Wang, and 
Balakrishnan, 2001), (Padhi, Balakrishnan and 
Randoltph, 2006). For the network, a feed forward 
network with one hidden layer, a steepest descent error 

backpropagation rule, a hyperbolic tangent sigmoid 
transfer function and a linear transfer function were 
used.  

The paper presented extends adaptive critic neural 
network architecture proposed by Padhi, Unnikrishnan, 
Wang and Balakrishnan (2001) to the optimal control 
problems with control and state constraints. The 
organization of the paper is as follows. In Section 2 
optimal control problems with control and state 
constraints are being introduced. We summarize 
necessary optimality conditions and give a short 
overview on basic result including iterative numerical 
methods and discussed discretization methods for given 
optimal control problem and a form of resulting 
nonlinear programming problems. Section 3 presented a 
short description of adaptive critic neural network 
synthesis for optimal problem with state and control 
constraints. Section 4 consists of a mechanistic model 
of phytoplankton photosynthesis. We prove the 
existence of unique globally asymptotically stable 
equilibrium depending on light intensity. Using optimal 
control theory we maximize photosynthetic production 
rate for fixed and free final time.  Section 5 presented a 
nitrogen transformation cycle.  We investigate a 
preferential utilization of nitrogen compounds by 
phytoplankton using adaptive critic neural network. We 
examine short and long-term strategy of utilization. 
Conclusions are being presented in Section 6. 

 
2. OPTIMAL CONTROL PROBLEM 
We consider nonlinear control problem subject to 
control and state constraints. Let x(t) ∈ R

n
 denote the 

state of a system and u(t) ∈ R
m
 the control in a given 

time interval [t0, tf ].  
Optimal control problem is to minimize 

 (   )   ( (  ))  ∫   ( ( )  ( ))            ( )
  

  

 

subject to  
 
 ̇( )    ( ( )  ( ))  

 
 (  )       

 
 ( (  ))      
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 ( ( )  ( ))        ∈ [     ]  
   

The functions             
      

                     and             
    are assumed to be sufficiently smooth on 
appropriate open sets. The theory of necessary 
conditions for optimal control problem of form (1) is 
well developed  (Kirk, 1989), (Pontryagin, Boltyanskii, 
Gamkrelidze and Mischenko, 1983). 

We introduce an additional state variable 
 

  ( )    ∫   ( ( )  ( ))  
 

 

 

 
defined by the  
 
 ̇( )     ( ( )  ( ))   ( )     
Then the augmented Hamiltonian function for problem 
(1) is 
 

 (       )   ∑     (   )  ∑     (   ) 

 

   

 

   

         ( ) 

 
where   ∈      is the adjoint variable and  ∈    is a 
multiplier associated to the inequality constraints. Let 
( ̂  ̂) be an optimal solution for (1) then the necessary 
condition for (1) (Kirk, 1989), (Pontryagin, Boltyanskij, 
Gamkrelidze and Mischenko,1983)  implies that there 
exist a piecewise continuous and piecewise 
continuously differentiable adjoint function   [     ]  

    ( )    and a multiplier  ∈    satisfying 
 

  ̇( )    
  

   

( ̂( )  ( )  ( )  ̂( )) 

 
  (  )      

( ̂(  ))       
( ̂(  ))           ( ) 

 
  ̇( )     

 

   
  

  
( ̂( )  ( )  ( )  ̂( ))  

 
For free terminal time tf , an additional condition needs 
to be satisfied: 
 

 (  )  (∑    (   )  ∑    (   ))

 

   

 

   

 
  

    

 
Furthermore, the complementary conditions hold 

i.e. in  ∈ [     ]      (   )    and    (   )  

    Herein, the subscript x or u denotes the partial 
derivative with respect to x or u. 
 

2.1. Discretization of optimal control problem 
Direct optimization methods for solving the optimal 
control problem are based on a suitable discretization of 
(1). Choose a natural number N and let   ∈ [     ]   

       , be an equidistant mesh point with    
              , where h is time step and    

     . Let the vectors   ∈        ∈      
     , be approximation of state variable and control 
variable x(ti), u(ti), respectively at the mesh point. 
Euler´s approximation applied to the differential 
equations yields 

 
           (     )            

 
Choosing the optimal variable 

   (                      ) ∈        
(     ) , the optimal control problem is replaced 
by the following discretized control problem in the form 
of nonlinear programming problem with inequality 
constraints: 
     ( )    (  )  

 
where 
 
 (  )   ((       )    )    

                                ( ) 
 

subject to   
 
           (     )     

 
    (  )  

 
 (  )      

 
 (     )                  

 
In a discrete-time formulation we want to find an 

admissible control which minimizes object function (4). 
Let us introduce the Lagrangian function for the 
nonlinear optimization problem (4): 

 

 (         )  ∑     (     

   

   

     (     ))   

  (     )  ∑    (     )    (     ) 

   

   

            ( ) 

 
and define H(i) and  as a follows: 
 
 ( )   (   )(     (     )  
        
 

The first order optimality conditions of Karush-
Kuhn-Tucker (Polak, 1997) for the problem (4) are: 

 
     (       )

              (     )     

      (     )               ( ) 
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     (       )

    (  )      (     )    ( ) 
 

     (       )          (     )      (     )    
                                                                            ( ) 

    (       )     ∑   ( )

   

   

 ∑     (     )

   

   

                             ( ) 

 
Eq. (6-9) represents the discrete version of 

necessary condition (3) for optimal control problem (1). 
 
3. ADAPTIVE CRITIC NEURAL NETWORK 

FOR OPTIMAL CONTROL PROBLEM 
WITH CONTROL AND STATE 
CONSTRAINTS AND FREE TERMINAL 
CONDITION 

It is well known that a neural network can be used to 
approximate smooth time-invariant functions and 
uniformly time-varying function (Hornik, Stichcombe 
and White, 1989), (Sandberg, 1998). Neurons are 
grouped into distinct layers and interconnected 
according to a given architecture (Figure 1). Each 
connection between two neurons has a weight 
coefficient attached to it. The standard network 
structure for an approximation function is the multiple-
layer perceptron (or feed forward network). The feed 
forward network often has one or more hidden layers of 
sigmoid neurons followed by an output layer of linear 
neurons. 
 

 
Figure 1: Feed Forward Neural Network Topology with 
One Hidden Layer (vji; wkj are values of connection 
weights, vj0; wk0 are values of bias) 
 
Figure 1 shows a feed forward neural network with ni 

inputs nodes one layer of   nhl hidden units and no output 
units. Let                   

  and 

                 
  be the input and output vectors 

of the network, respectively. Let   [         
] be 

the matrix of synaptic weights between the input nodes 
and the hidden units, where                   

  and 
    is the bias of the jth hidden unit.  

 

Let also   [        
] be the matrix of synaptic 

weights between the hidden and output units, where 
                  

   and     is the bias of the 
kth output unit,     is the weight that connects the jth 
hidden units to the kth output unit. 
The response of the jth hidden unit is given by 
 

        (∑       ) 

  

   

 

 
where     ( ) is the activation function for the hidden 
units. The response of the kth output unit is given by 
 

     ∑       

   

   

 

 
Multiple layers of neurons with nonlinear transfer 
functions allow the network to learn nonlinear and 
linear relationships between input and output vectors. 
The number of neurons in the input and output layers is 
given, respectively, by the number of input and output 
variables in the process under investigation. 
 

 
Figure 2: Architecture of Adaptive Critic Network 
Synthesis 
 
The multi-layered feed forward network shown in 
Figure 2 is training using the steepest descent error 
backpropagation rule. Basically, it is a gradient descent, 
parallel distributed optimization technique to minimise 
the error between the network and the target output 
(Rumelhart, Hinton and Wiliams, 1987). 
 In the Pontryagin’s maximum principle for deriving 
an optimal control law, the interdependence of the state, 
costate and control dynamics is made clear. Indeed, the 
optimal control  ̂ and multiplier  ̂ is given by Eq. (8), 
while the costate Eqs. (6-7) evolves backward in time 
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and depends on the state and control. The adaptive critic 
neural network is based on this relationship. It consists 
of two networks at each node: an action network the 
inputs of which are the current states and outputs are the 
corresponding control  ̂ and multiplier  ̂, and the critic 

network for which the current states are inputs and 
current costates are outputs for normalizing the inputs 
and targets (zero mean and standard deviations). For 
detail explanation see (Rumelhart, Hinton and Wiliams, 
1987), (Kmet, 2011). 
 From free terminal condition (ψ(x) ≡ 0) and from 
Eqs. (6-7) we obtain that   

     for i =N,…,0 and 
  

     for  j = 1,…, n. We use this observation before 
proceeding to the actual training of the adaptive critic 
neural network. The steps for training the action 
network are as follows: 
1)     Generate set S. For all xk

  S, 
   follow the steps below: 
(1.i)  Input xk

 to the action network to obtain 
    u

k;a
 and k;a. 

(1.ii) Using xk
 and uk;a

 solve state 
    equation (4) to get xk+1. 
(1.iii) Input xk+1 to the critic network 
    to obtain k+1. 
(1.iv) Using xk

 and k+1 solve (8) 
    to calculate uk;t

 and k;t. 
 
When 

‖(         )  (         )‖   ‖(         )‖       

the convergence criterion for the action network 
training is met.  
 The training procedure for the critic network which 
expresses the relation between xk  and k

 is as follows: 

1)     Generate set S. For all xk
  S, 

   follow the steps below: 
(1.i)  Input xk

 to the action network to obtain 
    u

k;a
 and k;a. 

(1.ii) Using xk
 and uk;a

 solve state 
    equation (4) to get xk+1. 
(1.iii) Input xk+1 to the critic network 
    to obtain k+1. 
(1.iv) Using xk

 , uk,a, k,a and k+1 solve (6) 
    to calculate k,t . 
(1.v)   Input xk to the critic network 
    to obtain k,c. 
 
When 

 
‖         )‖   ‖    ‖       
 
the convergence criterion for the action network 
training is met.  
Further discussion and detail explanation of this 
adaptive critic method can be found in (Hornik, 
Stichcombe, White, 1989), (Padhi, Unnikrishnan, Wang 
and Balakrishnan, 2001), (Padhi,  Balakrishnan and 
Randoltph, 2006), (Werbos, 1992),. 

 
4. A MECHANISTIC MODEL OF 

PHYTOPLANKTON PHOTOSYNTHESIS 
Mathematical models of photosynthesis in bioreactors 
are important for both basic science and the bioprocess 
industry (Garcia-Camacho et al., 2012). There is a class 
of models based on the concept of the “photosynthetic 

factories” developed by Eilers and Peeters (1988). The 
dynamic behaviour of the model has also been 
discussed in (Eilers and Peeters, 1993), (Kmet, 
Straskraba and Mauersberger 1996), (Papacek, 
Celikovsky, Rehak and Stys, 2010),  (Wu and Merchuk, 
2001) Assuming that phytoplankton regulates its 
photosynthetic production rate with a certain strategy 
which maximize production, two such possible 
strategies is examined, i.e. instantaneous and the  
integral maximal production.  

 
4.1. Description of the Model 
Basic for the following consideration is the mechanistic 
model of phytoplankton photosynthesis. It is based on 
unit processes concerning the cellular reaction centres 
called photo-synthetic-factories - PSF. It is known from 
algal physiology (Eilers, Peeters, 1988) that three states 
of a PSF are possible:   - resting,    - activated and    
- inhibited. Transitions between states depend both on 
light intensity and time. The probabilities of the PSF 
being in the state   ,    or   , are given as   ,    and 
  , respectively. Transitions between states can be 
expressed as follows: 
 
 ̇                                                               (  ) 
 ̇       (    )   
 ̇            
 
 The parameters       and   occurring in this 
model are positive constants and   is a light intensity. 

Let  (    ) be a solution of (10) with the initial 
condition  (    )    , where   

    
    

   . 
Note that solutions of the system (10) exist for all   
 . By adding up the right-hand side of (10) we get 

 
 ̇   ̇   ̇     
 
i.e. ∑   (   

 )    
    for all       Of course these 

equations are considered in 
 
  { ∈   

            }  
 
4.2. Global behaviour under constant condition 
 
Proposition.  Let parameters         and   be positive, 

then there exists an unique positive equilibrium  ̅ which 

is globally asymptotically stable on  . 
Proof: Vector  ̅ is the solution of the following linear 
equation system: 

 

 (

  

  

  

)  (
 
 
 
)                                                                 (  ) 
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where 

  (

     
        
     

)   

 
Let us consider the matrix          where 
     |   | and   is the unit matrix.   is an 
irreducible nonnegative matrix and so the apparatus of 
the Perron-Frobenius theory of a nonnegative matrix 
applies. Since       , also        , where   
denotes the unit vector. By the Perron- Frobenius theory 
there is a unique positive right eigenvector   associated 
with the eigenvalue   and we can normalize to get 

 
 ̅  

  
∑   

 
   

⁄   

 
Since (      ) ̅      ̅  then   ̅     and  ̅     . By 
the Perron-Frobenius theorem we get, (see Akin (1979) 
that the matrix   is a stable matrix on    i.e.   has one 
zero eigenvalue and the other eigenvalues have negative 
real parts. This proves the statement of the proposition. 
It follows that system (10) has a unique positive 
equilibrium  ̅ with entries 

 

 ̅ ( )  
        

 
                                                       (  ) 

 ̅ ( )   
   

 
 

 ̅ ( )  
    

 
  

 
where             (     )         

 
The simplex   is positively invariant. System (10) for 
all     has a unique positive equilibrium  ̅( ) with 
entries given by (12). 
The equilibrium  ̅( ) is globally asymptotically stable 
on  , that means for fixed light intensity   all solutions 
with initial condition  ( )  ∈    converge to  ̅( )  
 
4.3. Optimization of Photosynthetic Production 
Let us assume that phytoplankton regulates its 
photosynthetic production rate (FP) with a certain 
strategy which maximizes production. The rate of the 
photosynthetic production FP is proportional to the 
number of transitions from    to   . Let us investigate 
the optimal values of light intensity  ( ), for which the 
photosynthetic production         ( ) is maximal  
under constraints   ∈              
We will examine two strategies: 
1. Instantaneous maximal photosynthetic 
production with respect to    (local optimality), i.e. 
 

 ̇     (     )         
 

for all    under the constraints  ∈               
2. Integral maximal biomass (global optimality), i.e. 

 

  ( )  ∫    ( )  
  
 

   
 

under the constraints  ∈              
 
4.4. Local Optimality 
In the case of strategy 1, we maximize the following 
function: 
 

 ( ( ))    ( )   ( )   ( )   ( ) 
 
under the constraints  ∈               For  ( )     ̅( ) 
we examine the following function: 
  

  ( )   
    

     (       )        
   

 
By straightforward calculation we get that the optimal 
light intensity is given by 

 

   √
  

  
  

 
4.5. Global Optimality 
In case of strategy 2, we have the following optimal 
control problem: Find a function  ̂( ) for which the goal 
function 

 

 ( )   ∫    ( )   
  

 

 

 
attains its maximum, where    is fixed. We introduce an 
additional state variable 
 

  ( )   ∫    ( )  
 

 

                                                   (  ) 

 
defined by  
 
  ̇( )       ( )   ( )       

 
We are led to the following optimal control problems: 

 
           (  )                                                            (  ) 

 
under the constraints 
 
  (   )           
  (   )            
 
Discretization of Eqs. (10, 13, 14) using Eqs. (6, 7, 8) 
and state equation (4) leads to  
 
          (   

 ) 
 
subject to  
          (     )            
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                (     )       (     )  
           
 
  

                
 
   (        )  
 
          

(     )       
(     )  

 
where the vector function  
 
 (   )  (       (   )     (   )) 
 
is given by Eq. (13) and by right-hand side of Eq. (10). 
In the adaptive critic synthesis, the critic and action 
network were selected such that they consist of three 
and two subnetworks, respectively, each having 3-18-1 
structure (i.e. three neurons in the input layer, eighteen 
neurons in the hidden layer and one neuron in the 
output layer).  

 

 

 
Figure 3: Adaptive Critic neural Network Simulation of 
Optimal Control  ̂( ) and  ̃( ) for Global and Local 
Strategies, respectively with Fixed Final Time, dotted 
line  ̂ ( )   ̃ ( ), dashed line  ̂ ( )   ̃ ( ) 
 
The results of numerical solutions (Figure 3) have 
shown that the optimal strategies  ̃( ) and  ̂( ) based on 
short or long-term perspective, respectively, have 
different time trajectory, for a given initial condition 
 ̃( )        and optimal control   ̂( ) for long-term 

strategies obtains extreme values of the control set, i.e. 
optimal control is bang-bang.  For long-term strategy 
optimal trajectory  ̂ ( ) converges to  ̅ ( 

 )  Therefore 
let us consider the following free final time optimal 
control problems 

 

 (     )  ∫    ( )  

  

 

 

 
and 
 

  (    )  ∫   

  

 

 

 
with final condition  ( (  ))       where  
 ( )   (     ̅ ( 

 )      ̅ ( 
 ))   Results of 

adaptive-critic simulations are shown in Figure 4.  
 

 

 
Figure 4: Adaptive Critic Neural Network Simulation of 
Optimal Control  ̂( ) for Maximal Photosynthetic 
Production and Minimal Time, respectively to a Point 
 ̅ ( 

 ) with Initial Condition 
 ( )    (               ) (dotted line  ̂ ( ), dashed 
line  ̂ ( )) 
 
The results of numerical calculations have shown that 
the proposed adaptive critic neural network is able to 
meet the convergence tolerance values that we choose, 
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which led to satisfactory simulation results. 
Simulations, using MATLAB show that proposed 
neural network is able to solve nonlinear free final time 
optimal control problem with state and control 
constraints. 
 
5. NITROGEN TRANSFORMATION CYCLE 

 
5.1. Description of the Model 
The aerobic transformation of nitrogen compounds 
(Kmet, 1996), (Kmet, 2009) includes: 

 the decomposition of complex organic 
substances into simpler compounds, 
ammonium being the final nitrogen product, 

 ammonium and nitrate oxidation, 
 the assimilation of nitrates. 

Specific groups of microorganisms participate in these 
processes. Heterotrophic bacteria (  ) assimilates and 
decomposes the soluble organic nitrogen compounds 
DON    derived from detritus   . Ammonium   , one 
of the final decomposition products undergoes a 
biological transformation into nitrate   . This is carried 
out by aerobic chemoautotrophic bacteria in two stages: 
ammonia is first oxidized by nitrifying bacteria from the 
genus Nitrosomonas    into nitrites    that serve as an 
energy source for nitrating bacteria mainly from the 
genus Nitrobacter   . The resulting nitrates may be 
assimilated together with ammonia and soluble organic 
forms of nitrogen by the phytoplankton   , whereby the 
aerobic transformation cycle of nitrogen compounds is 
formed (Figure 5).  
The individual variables            represent nitrogen 
concentrations contained in the organic as well as in 
inorganic substances and living organisms presented in 
a model. 
 

 
Figure 5: Diagram of the Compartmental System 
Modelled by Eq. (15) 

 
The following system of ordinary differential 

equations is proposed as a model for the nitrogen 
transformation cycle: 
 
 ̇    (  ( )    ( )    ( )) 

 ̇  ∑     ( )
 

   
      

 ̇           ( )      ( )      ( )            (  ) 
 ̇      ( )      ( )      ( ) 
 ̇      ( )      ( ) 
 ̇      ( )      ( ) 
 
where xi are the concentration of the recycling matter in 
microorganisms, the available nutrients and detritus, 
respectively (15). 
 

  ( )  
      

        

                 

                 
 

  ( )  
   

     
                    

 

  ( )  
       ( )

       ( )
   

     

   

 

                      
 
  ( )                ( )                    
 
  ( )    ( )  ( )                   

                 
 
  ( )  

      

     
             . 

 
 
5.2. Optimal Biomass Production 
The variables   (        ) express the preference 
coefficients for update of          . It can be expected 
that the phytoplankton will employ control mechanisms 
in such a way as to maximize its biomass over a given 
period T of time: 

 

 ( )  ∫   ( )       

  

 

 

under the constraints 

 (   )      (   )      (   )      (   )
     (   )   ( )  

  ∈                           

The last inequality expresses the fact that amount of 
energy used for ”living expenses” (synthesis, reduction 

and excretion of nutrients) by phytoplankton cannot 
exceed a certain value W(I) which depends on light 
intensity I  (for detail explanation see (Kmet, 1996)). 
We introduce an additional state variable 

 

  ( )  ∫  ( )                                                          (  )

 

 

 

defined by 
 
 ̇ ( )    ( )   ( )  
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We are led to the following optimal control problems: 
1) long-therm strategy: 

 
            (  )                                                           (  )       
 
under the constrains 
 
 (   )   ( )      ∈                               
 

2) short-therm strategy: 
 

           (   )    (   )    (   )    (   ) 
 
for all  ∈ [     ] under the constrains  
 
 (   )   ( )      ∈                               
 
Discretization of Eqs. (15 - 17) using Eqs. (6 - 8) and 
state equation (4) leads to 

 
         (   

 )                                                            (  ) 
 

subject to  
          (     )            
 
                (     )       (     )  
           
 
  

                
 
   (                    )  
 
          (     )       (     )  
 
where the vector function  
 
 (   )  (      (   )     (   )) 
 
is given by Eq. (16) and by right-hand side of Eq. (15). 

 The solution of optimal control with state and 
control constraints using adaptive critic  neural  
network and NLP methods is displayed in Figs. 6 -
10 for different initial conditions x(0) and different 
values of reduction coefficients    and     We used 
values of coefficients given in Table 1 for numerical 
calculation. 

 
Table 1: Values of the Constants Used in the Model 

a1 = 0.007 u7 = 0.03 
a2 = 0.0182 u9 = 0.2 
a3 = 0.5 g1 = 0.14 
a4 = 0.67 g2 = 1.5 
a5 = 1 g3 = 2.0 
a6 = 1.39 g4 = 1.5 
a7 = 0.66 g5 = 0.8 
a8 = 0.67 g6 = 0.4 
K1= 19.3 g7 = 0.2 
K2= 8.17 g8 = 0 

K3= 71.28 g9 = 0.15 
K4= 3.4323 g10 = 0 
K5= 0.62 g11 = 0.1 
u6 = 0.01 g12 = 0 

 
In the adaptive critic synthesis, the critic and 

adaptive network were selected such that they 
consist of nine and four subnetworks, respectively, 
each having 9-27-1 structure (i.e. nine neurons in the 
input layer, twenty-seven neurons in the hidden layer 
and one neuron in the output layer). The proposed 
adaptive critic neural network is able to meet the 
convergence tolerance values that we choose, which 
led to satisfactory simulation results. Simulation using 
MATLAB shows that there is a very good agreement 
between short-term and long-term strategy and 
proposed neural network is able to solve nonlinear 
optimal control problem with state and control 
constraints.  
 

 
Figure 6: Adaptive Critic Neural Network Simulation of 
Optimal Control  ̂( ) for Initial Condition  ( )  
(                                               ) 
and       or       
 
The optimal strategy is the following. In the presence of 
high ammonium concentration, the uptake of DON and 
nitrate is stopped. If the concentration of ammonium 
drops below a certain limit value, phytoplankton and 
long-term strategy and proposed neural network is able 
to solve nonlinear optimal control problem with state 
and control constraints. The optimal strategy is the 
following. In the presence of high ammonium 
concentration, the uptake of DON and nitrate is stopped. 
If the concentration of ammonium drops below a certain 
limit value, phytoplankton starts to assimilate DON or 
nitrate dependently on values b2, b3. 
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Figure 7: Adaptive Critic Neural Network Simulation of 
Optimal Control  ̂( ) for Initial Condition  ( )  
(                                     ) and       
 
If the concentration of all three forms of nitrogen are 
low all of them are assimilated by phytoplankton at the 
maximal possible rate, i.e.  ̂ ( )         for all 
 ∈ [     ] (Figure 6). Our results are quite similar to 
those obtained by (Kmet, 1996). 
 

 
Figure 8: Adaptive Critic Neural Network Simulation of 
Optimal Control  ̂( ) for Initial Condition  ( )  
(                                     ) and       
 
6. CONCLUSION 

 
A single network adaptive critic approach is 

presented for optimal control synthesis with control and 
state constraints. We have formulated, analysed and 
solved an optimal control problems related to optimal 
photosynthetic production and optimal biomass 
production, respectively. Using MATLAB, a simple 
simulation model based on adaptive critic neural 
network was constructed. Numerical simulations have 
shown that adaptive critic neural network is able to 
solve nonlinear optimal control problem with control 
and state constraints and fixed and free final time. 
 

 
Figure 9: Adaptive Critic Neural Network Simulation of 
Optimal Control  ̂( ) for Initial Condition  ( )  
(                                 ) and       

 
 

 
Figure 10: Adaptive Critic Neural Network Simulation 
of Optimal Control  ̂( ) for Initial Condition  ( )  
(                                 ) and       
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ABSTRACT 
Jacobian based control of walking robot is difficult as 
compared to terrestrial manipulator as walking robot’s 
each leg can be considered as a terrestrial manipulator. 
Moreover each leg is not always in motion as it has to 
pass through stand and motion phase depending upon 
the gait pattern. This paper proposed an approach where 
first gait pattern is assumed and for this gait pattern 
joint motions are assumed. For these joint motions the 
leg tip velocity is simulated. For pattern generation this 
leg tip velocity is assumed as the reference velocity and 
given to leg tip during the motion of that particular leg. 
The actual velocity of leg is calculated from the joint 
velocity of leg. The error in leg tip velocity is evaluated 
in PID controller, calculates the corrective voltage 
required for the joint motors. For the said analysis, the 
bond graph has been adopted as the modeling tool. 

 
Keywords: Walking Robot, Workspace, Jacobian, Bond 
Graph 

 
1. INTRODUCTION 
Research in legged robots started almost four decades 
ago with an attempt to realize rigid legged locomotion. 
Researchers have used either analytical based 
approaches or biologically inspired approaches for the 
accomplishment of legged robot locomotion control. 

Research pertaining to four legged robots has 
started almost two decades ago. But the research has not 
yet matured enough to produce commercially 
exploitable robotic system. 

Legged robot have great problem of trajectory 
planning and stability which demands for good 
kinematics and dynamics model of the system.  

Bernardi and Da Cruz (2007) presented a 
kinematical and dynamical analysis of a quadruped 
robot in which robots behavior was considered as 
parallel chain during pushing stage of platform and then 
serial chain during leg motion seeking for the new point 
of grasping.  

Angeles (2007) showed quadruped walking which 
includes kinematic loops that open when a leg takes off 
and open chains that close when a leg touches the 

ground. This fact implies time-varying in a degree of 
freedom. (Pfeiffer 1995). 

Kolter (2008) presented the controller consisting of 
a high-level planner that plans a set of footsteps across 
the terrain, a low-level planner that plans trajectories for 
the robot’s feet and center of gravity and a low-level 
controller that tracks these desired trajectories using a 
set of closed-loop mechanisms. Many researchers (Zhao 
2002; Aclan 2009) used PID controller to control 
bipedal robot locomotion in which predefined 
trajectories are taken as input. 

Research in the direction of use of compliance in 
legged robots started with a motivation to realize faster 
and efficient locomotion. Research in this field can be 
broadly categorized as studies focused on understanding 
the inherent passive dynamics phenomena associated 
with the compliance (in the form of leg muscles and 
tendons, at joints in the form of cartilages, viscous fluid 
etc.) in animals and human beings and the 
implementation of the principles through analytical and 
experimental models in legged robots ranging from one, 
four to six legged robots. Krishnan (2010) shows 
simulation study of compliant legged quadruped in joint 
space. Yet from literature review, it can be found that 
there are several issues to be addressed so that useful 
legged robots can be made. Control of walking robot in 
workspace is one of them.  
 The main idea of this article is to study and 
simulate four legged walking robot in workspace, where 
reference tip velocity pattern is generated which will be 
compared with the actual tip velocity of leg by PID 
controller. Using jacobian and calculated error by PID 
controller, corrective voltage is found for the joints.  

 
2. MODELING OF COMPLIANT LEG 

WALKING ROBOT 
It is assumed that the walking robot is performing 
locomotion through the bounding gait. Modeling of the 
quadruped robot with compliant leg in sagittal plane 
consists of modeling of translational and angular 
dynamics of robot legs and body. Each leg of the robot 
has been modeled as an open chain manipulator 
comprising of one compliant link and one rigid link 
connected through revolute joints (Krishnan 2011). As 
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shown in Figure 1, frame {A} is an inertial frame of 
reference and {V} is the body frame.  

A coordinate frame is also attached to each link. 
The link frames are named by number according to the 
link to which they are attached i.e. frame {i} is rigidly 
attached to link i. The joint between links i and i+1 is 
numbered as i+1. Frame {0} and {1} are coincident, 
where frame {0} is body fixed frame at the hip joint.  
The rotational inertia of a body is defined about a frame 
fixed at the centre of gravity (CG) of the body. The axis 
of the CG frame is fixed along the principal directions 
of the body. rF and rR is the distance of {0F} and {0R} 
frame respectively from {V} frame,  is body angular 
displacement, θ1F and θ2F are the joint angles of first 
and second joint of front leg, θ1R and θ2R are the joint 
angles of first and second joint of rear leg, l1 and l2 are 
the link lengths of the first and second links of front and 
rear leg. 
 

 
Figure 1: Compliant legged quadruped robot in Sagittal 

plane presentation 
 

The position coordinate of the front leg tip can be 
expressed with respect to inertial frame as 
 

                     (1) 

 
The compliance in lower links of each leg is 

modeled on the basis of the following equations.  
 

                      (2)  
                      (3) 

 
In above equations l2F and l2R are instantaneous 

lengths of link 2 of the front and rear leg respectively. 

YFtip and ZFtip are the coordinate of toe of front leg and 
YRtip and ZRtip are the coordinate of the rear leg.  and 

are the coordinate of the frame {2F}, and  and 
are the coordinate of the frame {2R}. 
Taking derivative of equations (2) and (3)  

 

     (4) 

     (5) 

 
Considering compliance in the lower links of the 

leg the velocity of the front leg tip can be given as 
 

         (6) 

 
Similarly YRtip and ZRtip velocity equations for rear 

leg tip can be derived as 
 

  (7) 

 
The bounding gait selected for locomotion enables 

us to study the locomotion dynamics in a sagittal plane. 
Using equations (6) and (7) bond graph model of four 
legged walking robot in sagittal plane can be drawn 
which is shown in Figure 2.  

A soft pad is used to avoid differential causality. 
Soft pads are artificial compliances/lumped flexibilities 
(Ghosh 1991, Pathak 2005) that can be used in bond 
graph. In particular a soft pad is used instead of a pad in 
order to avoid algebraic loop while deriving equations. 
In bondgraph model, all bonds are not numbered to 
bring clarity in the figure. Transformer moduli for 
finding velocities at various points is shown in Table 1. 
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Figure 2: Bond Graph Model of Four Legged Walking Robot 
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Table 1: Transformer moduli for finding velocities at various points 
 Y Direction Z Direction 

Platform TF16-104=  TF14-16=  
First Link Tip TF128-123=  TF127-125=  
First Link CM TF132-137=  TF131-136=  

Second Link Tip TF164-171=  
TF547-537=  

TF555-553=  

TF163-169=  
TF546-535=  

TF554-552=  

 
3. CONTROL IN WORKSPACE 
3.1. Reference Velocity Pattern Generator 
When compliant legged walking robot model works in 
joint space, it is found that foot tip velocity follows 
nearby sinusoidal curve. So here reference velocity 
pattern is generated using the same concept.  It is 
assumed that robot will complete its walking cycle in 
2.8 s and thus here all data are presented for 10 cycles 
i.e. for 28 s. Phase difference between front leg and rear 
leg reference velocity is kept as 0.2 s. Figure 3 and 
Figure 4 shows reference velocity of front leg and rear 
leg respectively. 

 
Figure 3: Reference Velocity of Front Leg  

 
Figure 4: Reference Velocity of Rear Leg  

 
3.2. PID Controller 
The purpose of the use of PID controller is to make the 
leg movement in a desired way in terms of the reference 
pattern. PID controller has no offset error and reduces  
 
 
 

 
the tendency for oscillations.  Controller is presented 
using bond-graph.  The advantage of working in the 
bond graph domain is that a clear physical interpretation 
can be given to each controller coefficient. The PID 
controller discussed in the standard textbook (like 
Bolton 2007) gives a control signal  
 

                           (8) 
 

Where Iout is the output from the controller when 
there is an error e which is changing with time t, Io is 
the set point output when there is no error, Kp is the 
proportionality constant, KI is the integral constant and 
KV is the derivative constant. Bond graph model of such 
controller can be represented as shown by Mukherjee 
(2006). Figure 5 shows the submodel of PID controller 
developed for this work.  

 
Figure 5: Bondgraph Submodel of PID Controller 

 
3.3. Jacobian 
In the bond graph modeling of the walking robot 
working in workspace with a PID controller, one needs 
to evaluate the jacobian of the manipulator. Jacobian is 
a linear mapping from velocities in joint space to 
Cartesian space. The inverse problem, where the joint 
velocities are to be determined for a given tip velocity, 
is practical importance and requires the inverse of the 
Jacobian. 

The kinematic relations for the front leg tip 
displacements Ytip and Ztip in the Y and Z directions 
given with respect to inertial reference frame {A} is 
shown in equation (1). For jacobian model assuming 
link2 as rigid and differentiating equation (1), front leg 
tip velocity component can be derived as 
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         (9) 

 
Similarly, velocity component of rear leg can be 

derived as 
 

 (10) 

 
Bondgraph presentation of the jacobian for front 

leg is shown in Figure 6. Similarly jacobian for rear leg 
is also developed. 
 

 
Figure 6: Bondgraph Submodel of Front Leg Jacobian 

 
PID controller discussed in section 3.2 is used for 

trajectory control of walking robot. Generated reference 
flow velocity pattern is provided to the controller. The 
tip velocity of the leg is supplied to the controller. This 
input is compared with the reference flow input pattern 
and the error is processed in the controller, which in 
turn provides the corrective voltage as output of 
controller. This corrective voltage is fed to the Jacobian 
block, which evaluates the required voltage at the joints 
which will be supplied to the joints.  

 
4. SIMULATION & RESULTS 
To validate control strategy discussed above, the model 
has been simulated. Input parameters are listed in Table 

2. Each cycle takes 2.8 s. Simulation is carried out for 
10 complete cycle which takes 28 s. Animation result is 
shown in Figure 7. Figure 8 and 9 shows body CG 
displacement in Y and Z direction respectively. It can 
be seen that body propagates in positive Y direction. 
Figure 10 and 11 shows front leg tip movement in Y 
and Z direction respectively. Figure 12 and 13 shows 
rear leg tip movement in Y and Z direction respectively. 
 

Table 2: Input parameters 
Parameters Value 
Arm Parameters  
Front & Rear Leg Link 1 Length(l1) 0.065 m 
Front & Rear Leg Link 2 Length(l2) 0.05 m 
Front & Rear Leg Link 1 Mass(Ml1) 0.075 kg 
Front & Rear Leg Link 2 Mass(Ml2) 0.065 kg 
Location of Leg from body CG(rF/rR) 0.042 m 
Compliant link 2 stiffness(Kf) 400 N/m 
Compliant link 2 damping(Rf) 4 Ns/m 
Inertia of Link 1 (Jl1) 0.00004 kgm2 
Inertia of Link 2 (Jl2) 0.00003 kgm2 
Common Parameter  
Mass of body(Mb) 0.28 kg 
Inertia of body(Jb)   0.002 kgm2 
Ground Frictional Resistance(Rfy) 10 Ns/m 
Ground Stiffness(Kg) 10000 N/m 
Ground Damping(Rg) 10 Ns/m 
Controller Parameter  
Proportional Gain of controller(Kp) 1.2 
Derivative Gain of Controller(Kv)  -0.01 
Integral Gain of Controller(G1) 5 
Pad Parameter  
Stiffness of Spring (Kpads) 2000 N/m 
Stiffness of Spring(Kpadh) 900 N/m 
Damping Resistance(Rpad) 1 Ns/m 
Actuator Parameter  
Motor Constant (Km) 0.01Nm/A 
Motor Resistance(Rm) 0.1 Ohms 
Motor Inductance(Lm) 0.001 H 
Bearing Resistance(Rbf) 0.1 Nm/r/s 
Gear Ratio 230 

 

 
Figure 7: Animation result of Walking Robot 
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Figure 8: Body CG Y Displacement 

 
Figure 9: Body CG Z Displacement 

 
Figure 10: Front Leg Tip Y Displacement 

 

 
Figure 11: Front Leg Tip Z Displacement 

 
Figure 12: Rear Leg Tip Y Displacement 

 
Figure 13: Rear Leg Tip Z Displacement 

 
5. CONCLUSION 
This work presents a method for trajectory control of a 
walking robot in workspace. The concept of using 
reference velocity pattern to evaluate Jacobian through 
PID controller is shown to be successful. The strategy 
can be extended for a control of walking robot in three 
dimensional models also. 
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ABSTRACT 
In this paper an Auto-Regressive Moving Average 
(ARMA) model based Generalized Predictive Control 
(GPC) is presented. The controller derived from this 
method will automatically contain an integrator. The 
control law is obtained by minimizing a quadratic 
objective function. An analytical solution can be found 
in the absence of constraints. The presented method can 
deal with stable, unstable and non-minimum phase 
processes. A concept of suboptimal control is 
introduced in order to reduce calculating burden and 
refine dynamic aspects of a controlled system in case of 
need. It is straightforward to achieve the double integral 
action which is required in some industrial processes. 
Furthermore, it is very easy to incorporate the terms T 
and S if it is viewed as a classical RST controller. For 
this purpose, a relationship between GPC and RST 
controllers is also presented. Some simple examples 
and numerical analyses of particular cases are given. 
 
Keywords: generalized predictive control, model 
predictive control, auto-regressive moving average, 
integral action 

 
1. INTRODUCTION 
As well known the MPC presents many advantages 
such as the availability to control a process with long 
delay times, the feasibility to handle easily the 
multivariable case and the relative simplicity to deal 
with constrained control. 

Predictive control algorithms are based on an 
assumed model of the process and on an assumed scene 
for the future control signals. From the end of 1970’s, a 
lot of predictive control algorithms were presented. 
Model Algorithmic Control (MAC) (Richalet, Rault, 
Testud, and Papon 1976, 1978), Dynamic Matrix 
Control (DMC) (Cutler and Ramaker 1980). Predictive 
Functional Control (PFC) (Richalet, Abu el Ata-Doss, 
Arber, Kuntze, Jacubash, and Schill 1987) and 
Extended Horizon Adaptive Control (EHAC) (Ydstie 
1984) are ones of them. The GPC method was proposed 
by Clarke et al. (Clarke, Mohtadi, and Tuffs 1987). It 
has been studied intensively in the industrial and 
academic circles and has been successfully 
implemented in numerous industrial applications 
(Clarke 1988). It is based on the CARIMA (Controlled 

Auto-Regressive and Integrated Moving Average) 
model. The expectation of a quadric function measuring 
the discrepancy between the predicted output and the 
predicted reference over prediction horizon plus another 
quadric function measuring control efforts is the index 
to be optimized. The optimization results a sequence of 
control signal. But only the first one is applied to the 
process to be controlled. A new sequence is calculated 
during the next sampling interval after a new 
measurement of output is obtained. This is called 
receding-horizon control. Based on the same concepts, 
the ARMA model based GPC is proposed in this paper 
as an alternative or a complement to enrich the 
goodness of the GPC.  
 
2. PROCESS MODEL 
Assume that the process dynamics are characterized by 
the local-linearized model 
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where )( 1zA and )( 1zB are polynomials in the 
backward shift operator without any common 
factors, u is the control signal, v is a disturbance acting 
on the input of the process and e is the measurement 
noise acting on the process output. 

However, when taking into account neither the 
disturbance nor the measurement noise, the model (1) 
becomes 
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                (2) 

 
3. OUTPUT PREDICTION 
One of the basic ideas of the predictive control is to 
rewrite the model of the process in order of obtaining an 
explicit expression for the output at a future time.  
 
3.1. Stable Process 
Consider the model (2)  
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h steps ahead, 
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Subtracting Eq. (3) from Eq. (4), we obtain  
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where d is the dead time, hF y ( 1) ,h d

hz G    whose 
degree is dh  y 1n respectively, are the quotient and 
remainder of the division / ,B A  namely    
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where  
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Define  
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So  
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where the first term of the right hand depends on 

,),( ku ),( dhku  the second term can be treated as 
a filter and a constant error is assumed over the 
predication horizon. That is, from Eq. (1) and (7),  
 

  )()()( kekv
A
Bk   h  

  
For simplicity, the last two terms of the right hand side 
of Eq. (7)  are denoted as ),(~ kyh  which is called free 
response and the first term is called forced response for 
depending on the future control signals if .dh  Thus 
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Using the last equation for ,,,2,1 Nh  we get 
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Introduce vectors 
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where )|(ˆ khky  denotes the h step ahead output 
prediction made at the instant k and the notation 

)|( khku  denotes the control signal for instant hk   
calculated at instant k. Then Eq. (9) can be expressed as 
  
    yFuy ~               (10) 
  
where 
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is a lower triangular matrix for causality.  

 As it will be known that the controller based on the 
predictor (10) incorporate automatically an integrator. 
In case a double integrator is required in order to follow 
ramp type reference, the following predictor is needed 
to reach the purpose. 

 Multiplying both sides of Eq. (2) with the term 
11 ,z   which is a difference operator, we get  
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By a similar procedure, we will acquire a predictor for 
double integral action. 

  
     y F u y                             (12) 
 
3.2. Integrating Process 
An integrating process can be modeled as 
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where d is dead time, 11  z is the difference 
operator as mentioned above and A is stable and well 
damped. The model can be rewritten as 
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From that we can get 
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Subtracting Eq. (13) from Eq. (14), we get 
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where it is assumed that the sum 
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may be different from zero.  

 Using the identity (5) and the definition (6), 
iterating the last equation for Nh ,2,1 , we get 
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In vector form 
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where the vectors y and u are the same as the aforesaid 
and 
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Define 
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So Eq. (15) can be written as Eq. (10), and the matrix F  
can be otherwise expressed as 
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where ,1,,1,0,  Nif i  are the coefficients of the 

polynomial )( 1zFh as aforementioned. 
 The controlled system will have double integral 

action for the process itself has the integrating effect. 
   
3.3. Unstable process  
Rewriting the model (2) as 
  
 )()()()( 11 dkuzBkyzA                                   (16) 
 
with A monic and denoting 1( )A z as 
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where n is the order of the process, Eq. (16) can thus be 
rewritten as 
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and h steps ahead 
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Subtracting Eq. (17) from Eq. (18) and assuming the 
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we get 
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 Introduce the identity 
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where i

hF contains the first 1 dh terms of 1
iA B and the 

rest is the second term of the right hand side of the 
identity. Notice that in the terms i

hF and ,i
hG i is no more 

than a notation which indicates the relation between 
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them and 1 .iA B  The polynomial ),()]([ 11
1

 zBzA i  
0,1,2, .i    is of degree )1)(1(  ni  and expressed in 

the backward shift operator.  
 Iterating Eq. (19) for ,,,2,1 Nh   we can get  
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The vector form is 
  
      )()1( kyku MHFuy               (20) 
 
where the vectors y and u are the same as the aforesaid 
and 
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 For instance, for the first order system  
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By introducing ),()1(~ kyku MHy   Eq. (20) can be 
expressed in the same form of Eq. (10). 

 The predictor developed here can be called general 
predictor, because it works not only for unstable 
processes but also for stable processes and integrating 
ones. An integrating process controlled by a controller 
based on current predictor owns the double integrating 
action for the process itself possesses integrating effect. 

 Through a similar course, we can get a predictor 
for double integral action. 
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It can be expressed in the form of (12) if the following 
is defined. 
 
         )()1(~ kyku MHy   
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Now, the transfer function (2) can be rewritten as 
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The predictions can be expressed in condensed form as 
 
 )()1( kyku MHFuy                          (24) 
 
where the vectors y and u are the same as the aforesaid 
and 
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After introducing ),()1(~ kyku MHy   Eq. (24) can 
be expressed in the same form of Eq. (10). 

 Notice that the predictor (24) is identical to that 
one for stable processes if ,0 AA   consequently 

12 A  and .01 A  The predictor for integrating 

processes is the case when ,1 1
2

 zA  clearly 
.11 A If ,2 AA  that means ,10 A  the general 

predictor results. 
 Analogously, a unified predictor for obtaining 

increments of control signal can be derived. 
 
  )()1( kyku MHuFy   
 

It can, of course, be expressed in the form (12) if 
corresponding definition is introduced. 

 By introducing 
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a general expression of identity can be found 
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For the last, if introduce the following notation: 
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all the above-mentioned predictors can be expressed in 
a unique form 
 
    yFwy ~               (30) 
 
4.   OBJECTIVE FUNCTION 
Different objective functions have been proposed for 
different model predictive control (MPC) algorithms. 
But the aim is basically the same. The distance between 
the future output and the reference and the control 
efforts are penalized. The general expression for such 
an objective function is 
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where 1N and 2N are the minimum and maximum 
prediction horizons and uN is the control horizon. )(i  
and )( j are coefficients whose elections depend on 
pretension to future behavior of the system. The 
signal r is the reference. 

 One of the advantages of predictive control is that 
the system can react before the change has effectively 
been made if the future evolution of the reference is 
known a priori. That, consequently, avoids the effect of 
delay in the process response.  

 It is needed to redefine the objective function in 
order to obtain an optimal sequence of increments of 
control signal. 
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 A reference trajectory is frequently used in the 

objective functions (31) and (32): 
 
     )()( kykym    

)()1()1()( hkrhkyhky mm      Nh ,,1  
  

where is a parameter of design and takes the value 
between zero and one, the closer to unity the smoother 
the approximation. 

 In this paper )( j constant, j  and ,,1)( ii   
are adopted for the sake of simplicity, unless otherwise 
indicated. 
 

5. CONTROL LAW 
The aim of the MPC is that the future output on 
considered horizon should follow a determined 
reference signal but the control effort is taken into 
account too. Thus the objective function should be 
minimized. The product of the minimization is the 
control law. Namely, the objective function will be 
minimized by using the resultant control law. For this 
purpose, the following are introduced. 
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hence   
  Tkk )]1()([  uuu  
 
Assume 11 N without any loss of generality. The cost 
function (31) can be written as 
  
   uuryry T )()(),,1( 2

T
uNNJ  

        ]~)([]~)([ ryFuryFu  kk T  
           )]1()([)]1()([  kkkk T uuuu  
 

where Eq. (10) is used as a general case. Minimizing 
the cost function with respect to ),(ku we get 
  
     )]1()~([)()( 1   kk TT uyrFIFFu               (33) 
 
The first element )(ku of vector )(ku is applied to the 
process. The control law is calculated again when a new 
measurement is obtained at the next sampling instant. 
Thus, the receding-horizon control concept is used. 

 The control law (33) incorporates implicitly the 
integral action. This will be proved below. It is time 
invariant if the process to be controlled is time 
invariant. 

 A matrix of dimension NN  has to be inverted in 
the calculation of the control law, where N is the 
prediction horizon. It is possible to introduce 
constraints on the future control signal in order to 
decrease the computations. Assume, for example, that 
the control signals are constant after uN steps, 
with ,NNu   

  
    )()1()( NkuNkuNku uu    
  

This implies that the control increments are assumed to 
be zeros after uN steps. The control law (33) should be 
modified to 
  
    )]1()~([)()( 1

1
11   kk TT uyrFIFFu   
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where 1F is a uNN  matrix. Therefore, the matrix to be 
inverted is now uu NN  dimensions. For instance, 
applying mentioned assumption, the matrix described in 
Eq. (11) will be  
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 By an analogous procedure and with the predictor 

(12), we can get an optimal sequence of increments of 
the control signal for double integral action. 

 
)]1()~([)()( 1   kk TT uyrFIFFu      (34) 

 
The control law can be expressed as 
 

  
( ) [ ( ) ( 1)]

( ) ( 1) ( )

Tu k k
u k u k u k

     
   

L F r y u
             (35) 

 
where L is the first row of the matrix 1( ) .T  F F I  

 Now let us demonstrate one of the properties of the 
controller (33). Firstly we introduce a definition.  
 DEFINITION   1   Estimation of Output 
The vector given by yFuy ~)1(ˆ  k is a estimation of 
the vector given by yFuy ~)(  k with the available data 
at instant k before calculating ),(ku because )1( ku is 
obtained before instant k and y~ is obtained at instant k. 
 THEOREM   1   Integral Action 
The control law (33) derived by means of minimizing 
the cost function (31) possesses the integral action. 

 Proof:   Assume 11  dN without any loss of 
generality. The control law can be rewritten as 

  
)~()1()()( yrFuuIFF  TT kk             

  
Subtracting the term )1( kTFuF on both sides of the last 
equation, using the definition and gathering the terms, 
we get 
  
  )ˆ()]1()()[( yrFuuIFF  TT kk  
 
Thus  
 
  )ˆ()()1()( 1 yrFIFFuu   TTkk   
 
In words, the control law (33) has the integral action. □ 
  

It deserves to be mentioned that a controlled system 
will have offset in steady-state if u instead of u is 
penalized. But it is an alternative penalizing u when a 
regulator is wanted. 

Now let us introduce the suboptimal concept. 
When replacing the vector )],1([)1(  kuk hu  

,,,1 Nh    with 1( 1),u k 1  where [1 1 1]T1   
an 1N  vector, in the calculating of the control signal, a 
suboptimal controller is obtained. The suboptimal 
concept can be used to reduce computation burden and 
overshoot. For example, the process )1/(1)(  ssG is 
controlled by a controller with following parameters 

1,8  uNN and .1.0  Its step response is drawn 
in Fig.1 (blue trajectory). Assume a quicker recovery 
from disturbance is required. It can be reached with 
larger .uN The red trajectory (left drawing of Fig.1) is 
resulted when .5uN Larger uN means larger burden 
of computation. But it can be reduced by using the 
suboptimal concept as above-mentioned. The result is 
plotted in the left drawing of Fig. 1 (dashed). Notice 
that the dashed one and the red one are very similar. 
Here the reference trajectory which was mentioned in 
Section IV is used to lower the overshoots. However, 
the suboptimal concept can also be used to change other 
dynamic aspects of a controlled system. Fig.1 (right) 
depicted the result of using it to cut down the overshoot 
of the same process given above. After applying the 
suboptimal concept, the dashed trajectory is gotten.  
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Figure1. Step Responses of the System.  The Left: 

1uN  (blue), 5uN  (red) and 2uN  (Dashed). A 
Load Disturbance Is Introduced at Time 6. The Right: 
Results of Applying the Suboptimal Concept to Reduce 
Overshoot.  

 
 In order to demonstrate the double integral action 

of the control law (35), the following definition is 
introduced. 

 DEFINITION   2   Estimation of Output 
The vector given by yuFy ~)1(ˆ  k is a estimation of 
the vector given by yuFy ~)(  k with the available 
data at instant ,k because )1( ku  is obtained before 
instant k and y~ is obtained at instant k.  

 THEOREM   2   Double Integral Action 
The control law (35) derived by means of minimizing 
the cost function (32) possesses the double integral 
action. 

 Proof:   Assume 11  dN without any loss of 
generality. Eq. (34) can be rewritten as 
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 )~()1()()( yrFuuIFF  TT kk   
 
Subtracting the term )1(  kT uFF on both sides of the 
last equation and manipulating algebraically, we get  
 
 )ˆ()()1()( 1 yrFIFFuu   TTkk   
 
where yuFy ~)1(ˆ  k as defined. Thus the sequence 

u  is obtained by means of integrating. That signifies 
the increment )(ku is given by integration. And 
another integral action is given by 
 
  )()1()( kukuku   
 
Therefore the double integral action of the control law 
(35) is revealed. □  

 Previous theorems are illustrated with some simple 
examples. All of them are the particular case with 
following assumptions: constant future control, namely 

),()( kuiku   ,,,2,1 hi  there is no constraint on 
the control effort and it is desired that 

( ) ( ),y k h r k h   where h is the prediction horizon. In 
other words this is the case when 1,uN   0  and 

( ) 0,i   1,2, , 1i h   but ( ) 1.h    
 Example 1. Consider a first order process 
  
  ( ) ( 1) ( 1)y k ay k bu k     
 

If it is open-loop stable and well damped, we can use 
the predictor (10) for stable process case. After 
algebraic manipulations, we obtain the control law  
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We can also use the predictor for unstable process case 
to obtain the control law no matter whether the process 
may be stable or not. 
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 Example 2.  Consider the same process of 

Example 1 and assume it is open-loop stable and well 
damped. It is desired that the output of the process can 
follow a mixed trajectory composed of steps and ramps. 
So the double integral action is needed. Using the 
predictor (12) and manipulating algebraically, we will 
finally get 

 
    1( ) ( 1) [ ( ) ( 1 ) ( )]u k u k r k h h hz y k           
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 Example 3.  Consider an integrating process 
  

  )1(
)1)(1(

)( 11

1
21 









ku
azz

zbb
ky  

 
with the pole p a  in the unit disc and well damped. 
Using the corresponding predictor, we can get the 
following control law through same manipulations. 
  
         1( ) ( 1) [ ( ) ( 1 ) ( )]u k u k r k h h hz y k         
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6. STABILITY AND ROBUSNESS  
No Mathematic model is able to describe exactly a 
physical process. Some approximations are always 
made. However, it is desired that the controlled system 
should be insensitive to those uncertainties in the 
model. 

 In the absence of theoretical results, some 
numerical analyses are presented.  

 Let dN 1 and assume the transport delays are 
multiple of the sampling time for all cases. Only a few 
types of uncertainties are considered here. 

 Case 1. Consider a stable process  
 

    se
as

bsG 


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)(
)(  

 
with nominal values 2a and ,5.0b  which is 
sampled with sampling time 0.1 seconds, so the discrete 
nominal plant is 

  
 )(0453.0)1(8187.0)( dkukyky   
  
The nominal system is stable for all ,dN   and 

.11  dNNu   
 The simulations with 1,01  uNNN  and 

1.0  show the followings. 

 1. Uncertainty at the pole: When ,1d the system 
is stable for .01.0a That is to say an 
uncertainty of about %5.99  is permitted. 
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When ,10d  the system keeps stable 
for .6.0a That means an uncertainty of about 
 70% is permitted. Fig. 2 is step responses 
and Nyquist diagrams. 

 2. Uncertainty of the gain: When ,1d the 
system dose not loss stability for 

.8001.0  b Namely a variation about %98  
is allowed. When ,10d  the system is stable 
for .6.101.0  b  That is a variation about 

%98 is allowed. See Fig. 2. 
 3.  Unmodelled pole: Assume that the real process 

has another pole 2 but its static gain 
maintains the same in spite of the existence of 
another pole. When ,1d  the system is stable 
for .1.0  When ,10d  the system is also 
stable for .1.0  Fig. 3 shows step responses 
of the controlled system and Nyquist diagrams 
when the real process has a less dominant 
pole .10  

 4.  Uncertainty at the delay: When ,1d   an error 
of 12 units is tolerated. When ,10d  an error 
of 19 units is tolerated and for all the possible 
negative values of delay mismatch, from 1  
to ,9 the controlled system does not lose 
stability. See Fig. 4. 
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Figure 2. Responses of the Nominal System to Step Type 
Reference and Load Disturbance (Left), and Nyquist 
Diagrams (Right) when 1d  (Blue) and 10d (Red).  
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Figure 3. Responses of the System to Step Type 
Reference and Load Disturbance (Left), and Nyquist 
Diagrams (Right) with Unmodelled Mode when 1d  
(Blue Trajectory) and 10d  (Red Trajectory).  
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Figure 4. Step Responses of the Controlled System 
under the Uncertainty at the Delay, when 1d  
(Above) and 10d  (Middle and Below). Only Those 
with Even Numbers of Delay Units Are Depicted for 
Clarity. 

 Case 2. Consider a stable second order process 
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with nominal values 5.0 and 1 rad/s, which 
means the process has poles at .8660.05.0 j  It is 
sampled with sampling time 0.1 seconds. 
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 The nominal system is stable for 01  NN  and 

.41  NN The simulations with 1,71  uNNN  
and 1.0  obtain the following results. 

 1. Uncertainty of the damping: When ,1d the 
system is stable for .1001.0   That is to 
say an uncertainty of about %98  is 
permitted. When ,10d  the system keeps 
stable for .102.0    That means an 
uncertainty of about  30% is permitted. Fig. 
5 is the step responses of the controlled 
nominal process and the correspondent 
Nyquist diagrams. 

 2. Uncertainty of the nature frequency: When 
,1d the system does not lose stability 

for .5.245.0    Namely a variation about 
%55 is allowed. When ,10d  the system is 

stable for .35.15.0   That is a variation 
about %35 is allowed. See Fig. 5. 

 3.  Unmodelled pole: Assume that the real process 
has another pole 5.0 but its static gain 
maintains the same in spite of the existence of 
another pole. When ,1d  the system is stable 
for .3.0  When ,10d the system is also 
stable for .3.0  Fig. 6 shows the step 
responses and the Nyquist diagrams when the 
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real process has a less dominant pole .10 If 
the real process has a couple of conjugated 
complex  poles  8660.05.0 j  is assumed, 
the controlled system is stable, for example, 
for 1,3   or for 5,1    when ,1d  
and for 1,5.1   or 2,1    when 

.10d A drawing similar to Fig. 6 can be 
obtained under the assumption that the real 
process has another less dominant couple of 
poles .660.810 j  

 4.  Uncertainty at the delay: When ,1d   an error 
of 6 units is tolerated. When ,10d  an error of 
14 units is tolerated and for all the possible 
negative values of delay mismatch, from 1  
to ,9 the controlled system remains stable. 
See Fig. 7. 
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Figure 5. Responses of Nominal System to Step Type 
Reference and Load Disturbance (Left), and Nyquist 
Diagrams (Right) when 1d  (Blue) and 10d (Red).  
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and Load Disturbance (Left), and Nyquist Diagrams 
(Right) of the System with Unmodelled Mode 
when 1d  (Blue) and 10d (Red).  
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The nominal system is stable for 4N  and 1uN  
when .1d It is stable for 10N  and 1uN  
when .10d  For this particular case, the controlled 
system is not always stable for .1 dNNu The 
simulations with 1,71  uNNN and 1.0  when 

1d and with  1,321  uNNN  and 1.0  when 
10d show the followings. 

 1. Uncertainty of the parameter a : When ,1d  
the system is stable for .2001.0  a That is 
to say an uncertainty of about %98  is 
permitted. When ,10d  the system maintains 
stability for .209.0  a That means an 
uncertainty of about  55% is permitted. Fig. 
8 is the step responses of the controlled 
nominal process and the correspondent 
Nyquist diagrams. 

 2.  Unmodelled pole: Assume that the real process 
has another pole 2 but its static gain 
maintains the same in spite of the existence of 
another pole. When ,1d  the system is stable 
for .4.2  When ,10d the system is stable 
for .5.3  Fig. 9 shows the step responses 
and the Nyquist diagrams when the real 
process has a less dominant pole 10  or .20  

  4.  Delay uncertainty: When ,1d   an error of 2 
units is tolerated and up to 4 is tolerated when 

.18N When ,10d  an error of 6 units is 
tolerated and up to 10 units is tolerated 
when .50N And for all the possible negative 
values of delay mismatch, from 1  to ,9 the 
controlled system preserves stability. See Fig. 
10. It is noticed that the tolerance is dependent 
on prediction horizon. 
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Figure 8. Responses of the Nominal System to Step 
Type Reference and Load Disturbance (Left), and 
Nyquist Diagrams (Right) when 1d (Blue  Trajectory) 
and 10d (Red Trajectory). 
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Figure 9. Responses of the Controlled System to Step 
Type Reference and Load Disturbance (Left), and 
Nyquist Diagrams (Right) with Unmodelled Mode 
when 1d  (Blue Trajectory) and 10d (Red 
Trajectory) and when 10  (Superior) and 

5 (Inferior). 
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 Three numerical analyses of controlled systems 

have been given. Those controllers were based on the 
predictors for stable processes or for integrating 
processes. In the following the controller based on the 
predictor for unstable processes will be used in order to 
compare the proposed controller with that based on the 
CARIMA model.  

 The CARIMA model is 
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where e is a white noise. The comparisons will de made 
under the conditions 1)( 1 zC for the CARIMA 

model, and 1)(,1)( 1
1

1
1   zTzS (see Section VII for 

the definitions) for the ARMA model.  
 The process to be controlled is a stable one. 
 
  )1()1()( dbukayky   
 

For the range of variation of the parameters: 
98.01.0  a and the possible values of gain with 

which the controlled system keeps stable. The 
numerical results show that no difference, in respect of 
tracking a reference and rejecting disturbances, can be 
observed between the controller based on the predictor 
for unstable processes and that based on CARIMA 
model when .1d However, when ,10d the pole is 
big ,98.0a  and the process gain is 5, the system 
controlled by controller based on predictor for unstable 
processes can tolerate a delay estimation error of 7 
units. See Fig. 10. Nevertheless, for a delay of 10 units 
a delay mismatch of one unit is permitted by the 
controller based on CARIMA model (Camacho, 
Bordons, 2007).  
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7. A CLASSICAL POINT OF VIEW  
The terms T and R can be incorporated when the 
controller (33) or (35) is viewed as a classical 
controller, 

 
 1 1 1( ) ( ) ( ) ( ) ( ) ( )R z u k T z r k S z y k                         (36) 
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with 1 1(1) / (1) 1S T  for avoiding static error, and 
factorize A as 02 AAA  and use  the identity (28) in 
order to get a general sense result. Thereby the model 
(2) can be rewritten as 
  

 )(
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where w is defined as (29).  

 By a similar way to that in Section II, we can get a 
predictor with the form of Eq. (30). It can be also 
expressed in the form of Eq. (19), 
 

)()1( kykuy ff MHFu                   (38) 
 

where F has the same form of (25), replacing the 
polynomials ,1T B and 1A of the Eq. (26) and (27) 
with ,10TA 1BS and ,IA respectively, we can get the new  
matrixes H and M for Eq. (38). 

 Let [ ], 1,2, ,i i N    be the first row of the 
matrix 1( )T T F F I F and [1 1 1]T1   an 1N   
vector, where N is the prediction horizon.  

 Eq. (33) and (34) can be expressed as 
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because the receding-horizon concept is used. 
Subtracting )1( kwT F1F from both sides of the last 
equation and manipulating algebraically, we get 
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However, only the first element of the vector is used, 
therefore the following results. 
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Assume 11 N without any loss of generality and 
consider that the future reference keeps constant along 
the horizon or its evolution is unknown. That 
is .),()( hkwhkw   By means of algebraic 
manipulations, we can get 
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where lP  denotes a polynomial of degree l. The second 
equality is obtained for the fact that a polynomial 
1 ,mz m integers, has always a factor 11 z is used 
(De Moivre’s theorem). Thus compare the third 
equation from the bottom with Eq. (36), we get 
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The controlled system is, according to the model (1), 
 

  )]()([)(
0

2 kvku
A

BzkxA
d




 

  )()()( kekxky                (39) 
  )()()( kSykTrkRu   
 
where AAA 20 as foresaid. By resolving Eq. (39) for 

yx,  and ,u we will get the characteristic equation.  
 
    0  BSzAR d  
  
A proper selection of the term or filter 1T  can improve 
the robustness. Signals with certain frequencies can be 
suppressed by requiring that the polynomial 1( )S z  
vanishes at corresponding values of z. There is no 
steady-state error when the load disturbance is a step 
for the existence of an integrator. That is (1) 0.R   Due 
to the latter, the present section can be regarded as 
another proof of Theorem 1.  

 Notice that the obtained controller is dependent on 
prediction horizon and on delay as well if 1.d  It is not 
obvious whether there is virtue for this distinguishing 
feature. Simulations show that a small N is enough to 
stabilize a system and that the sensitivity of a controlled 
system is closely related to prediction horizon. 
   
8. CONCLUSION 
According to simulations, the ARMA model based 
GPC presented here can deal with a great variety of 
processes, stable and unstable ones as well as those of 
nonminimum phase. The predictor formulated for 
unstable process can be also used for stable ones as well 
as for integrating ones. However, there is difference 
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with respect to the dynamic response of the controlled 
system to disturbances and to uncertainties when 
different predictor is used. To say roughly, a system 
controlled by a controller based on the predictor for 
unstable processes is less robust but more rapid to 
recover from a disturbance. The derived relationship 
between GPC and RST controllers indicates how to 
improve the controller if it is needed. There are 
potential applications of proposed controllers in the 
case of poor estimation of process delays. All the 
matrixes involved HF, and ,M can be calculated 
recursively.  Present method presents difficulties when 
it is used to control unstable and simultaneously 
nonminimum phase processes. Some of them can be 
controlled with large N  and 2.uN    
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ABSTRACT 
Fault diagnosis, especially on-line fault diagnosis is an 
essential issue for practical application of Polymer 
Electrolyte Membrane Fuel Cell (PEMFC) system. This 
paper proposes a diagnosis approach for PEMFC to 
handle the flooding fault which is considered to be a 
common fault. In this procedure, both fault detection 
and fault isolation are considered. For fault detection, 
the statistical characters of cell voltages distribution of a 
20-cell PEMFC stack are analyzed. Parameters for 
describing voltage distribution characters are extracted. 
After that, a subset of parameters is selected in the 
orientation that the definition of fault is as correct as 
possible. A popular clustering methodology named 
K-means clustering (KMC) is adopted to make 
definition of flooding fault zone. For fault isolation, 
Support vector machine (SVM) classifier is trained to 
handle the cell voltages constructed vectors. Two 
different causes of flooding: increasing air humidity and 
decreasing of stack temperature can be discriminated by 
the classifier with a high correctness. 

 
Keywords: PEMFC, diagnosis, flooding, voltage 
distribution, fault isolation 

 
1. INTRODUCTION 
Environmental issues have increased the demand for 
less polluting energy generation technologies. 
Developing fuel cell generator seems to be a possible 
solution, because they can offer substantially lower 
emissions, particularly of CO2. Among different kinds 
of fuel cell, the PEMFC has been drawing more 
attention because of its high efficiency and its high 
power density (Wahdame et al. 2008). 

However, to be widely adapted to transportation 
and stationary applications, the reliability and durability 
have to be improved. Fault diagnosis is an efficient 
solution to achieve this: fault diagnosis can be 
combined with control regulation to avoid the serious 
problem of system (Samy et al. 2011), it is also helpful 
to understand the physical and chemical mechanism 
(Wasterlain et al. 2011), so as to speed up the 
development cycle of new technologies. In addition, 
fault diagnosis can improve user support and acceptance 
by reducing down time (Tian et al. 2008). 

In PEMFC diagnosis, several points must be 
satisfied: For transportation application of PEMFC, 
which aims at minimizing the embedded instrumen- 
tation to improve the reliability and decrease the cost, 
easy-to-monitor parameters are highly desired. For 
on-line diagnosis, computing time must be restricted so 
as to achieve diagnosis calculation within a sample time 
cycle. For control oriented diagnosis, fault isolation, 
which is to point the type of fault and its location, is an 
important component other than fault detection (Samy 
et al. 2011).  

Some literatures have provided several fuel cell 
stack and system diagnostic methods. Physical 
modeling is an intuitional way to realize the aim of 
diagnosis (Escobet et al. 2009), however, parameters 
estimation is a barrier in PEMFC system. Some other 
works have been done to overcome the shortage of 
physical modeling. G. Tian et al, see (Tian et al. 2010), 
developed a methodology based on the analysis of the 
Open Circuit Voltage (OCV) in order to detect leakage 
fault, but it is not for on-line diagnosis. In (Yousfi 
Steiner et al. 2011), N. Yousfi Steiner et al. proposed 
neural networks model based diagnosis procedure to 
handle water management issues, but a series of 
variables, including pressures, are needed to be 
monitored.  

In (Hissel et al. 2004), D. Hissel et al. proposed a 
fuzzy diagnostic model tuned by genetic algorithm, 
which is used to diagnose drying of membrane and 
accumulation of N2/H2O in the anode compartment. L. 
Alberto et al, in paper (Alberto et al. 2008), proposed an 
approach based on Bayesian networks, which can 
handle four types of faults in PEMFC system. In 
(Steiner et al. 2011), N. Yousfi Steiner et al. proposed a 
wavelet package translating methodology, flooding fault 
can be detected by analyzing the behavior of fuel cell 
stack voltage. J. Hua et al., see (Hua et al. 2011),  
proposed a multivariate statistical method,  in which 
faults can be detected by analyzing principal 
components. Although above approaches can efficiently 
achieve the tasks of diagnosis, most of the literatures 
consider the fuel cell stack as integration. However, fuel 
cell stack in practice are always composed by series fuel 
cells, the behaviors of cells are different actually, even 
in normal operating state. This can be observed from the 
distribution of individual cell voltages (Hernandez et al. 
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2006). For this reason, assuming fuel stack as one block 
constituted by homogeneous cells seems to be arbitrary, 
additionally, the analysis of the statistical features of 
individual cells can support us more information for 
diagnosis.  

The goal of this work is to extend the previous 
studies (Hernandez 2006), in which some statistical 
qualities of cell voltages distribution and their relations 
to flooding fault have been found. In this paper, 
methodologies are used to improve the diagnosis 
performance and make the previous work more 
completed. Summarily, the proposed approach is 
suitable for real-time diagnosis, and is based on data. 
Specifically, in this paper, four statistical parameters are 
extracted to analyze the distribution of cell voltages. 
Fault definition methodology is proposed, in which 
feature selection and KMC are adopted. Fault isolation 
is also accomplished with a high correctness by training 
a SVM classifier, such that the two causes of flooding 
fault can be discriminated.  

This paper is organized as follows: In section 2, the 
experiments of PEMFC are introduced. In section 3, the 
diagnosis approach is expounded, including detailed 
presentations of methodologies and their using in fault 
detection and isolation. The results of diagnosis are 
given in the next section. Finally, we conclude the work 
in section 5. 

 
2. DESCRIPTION OF EXPERIMENTS 
The data used are collected from a 20-cells PEMFC 
stack, whose nominal output power is 500 W. Flooding 
experiments with a certain load (40A) were carried out 
on the test bench. Some fault controls can result in the 
flooding inside the fuel. Here, the flooding was induced 
by two ways: First, increasing the inlet air humidity in 
order to favor water condensation. Second, the water 
vapor condensation in the fuel cell is caused by 
decreasing the temperature of fuel cell stack. The cell 
voltages were sampled in the flooding evolutions. 
Figure 1 and figure 2 show cell voltages in flooding 
evolutions caused by inlet air humidity variation and 
stack temperature variation. The goal of this paper is to 
realize fault diagnosis by statistical analysis of cell 
voltages distribution in these two evolutions. 
 

 
Figure 1: Cell voltages in flooding evolution caused by 

increasing the inlet air humidity 

 

 
Figure 2: Cell voltages in flooding evolution caused by 

decreasing the stack temperature 

 
3. THE PROPOSED APPROACH 
 

3.1. Principle of the approach 
The objective of this paper is to realize online diagnosis 
of PEMFC. The flow chart of diagnosis, showed in 
figure 3, is as follows: after the real-time samples (just 
individual cell voltages in this paper) are imported, 
some diagnosis oriented features are computed. The 
fault (flooding fault) can be detected if the features of 
the sample are in the fault zone. After fault is detected, 
fault isolation can be achieved by a SVM classifier. By 
using the fault isolation, two fault causes of flooding 
were been considered: the variation of inlet air humidity 
(cause1) and the variation of the stack temperature 
(cause2). 
 

Selected features 

computation

Yes

Import real-time sample

Fault ? Normal stateNo

Fault causes classifier

Cause 1 Cause 2
 

Figure 3: On-line diagnosis flow chart 

 
In the online diagnosis flow chart, some training 

procedures need to be accomplished off-line. As the 
figure 4 shows, for the fault detection (the left figure), 
several statistical parameters are extracted firstly, then, 
a diagnosis oriented subset of parameters is selected. 
After that, KMC is adopted for fault definition. For fault 
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isolation (the right figure), vectors composed by cell 
voltages are constructed firstly, then, SVM classifier is 
trained based on the vectors. 

 

Extract features to describe 

the distribution of cell 

voltages

Feature selection

Definition of fault zone by 

using K-means clustering

Construct vectors by using 

cell voltages and label them 

with different fault causes

Training SVM classifier

Classifier stored
Fault definition 

stored

Collect historical 

data

Collect historical data

 
Figure 4: Flow chart of off-line training procedures 

 
3.2. Description of cell voltages distribution 
In order to describe the statistical characters of cell 
voltages distribution, some description variables are 
extracted.  

 
3.2.1. The hypothesis test of Normal distribution 
Normal distribution is a most widely used distribution 
model. A specific normal distribution can be described 
by two parameters: μ, the mean or the expectation, and 
σ2, the variance. In order to extract the features to 
describe the distribution of the cell voltages, the 
hypothesis test of normal distribution is carried out, if 
the cell voltages follow the normal distribution, μ and σ2 
would be extracted; otherwise, some other parameters 
would be seeked other than these two parameters. 

The Lilliefors test is used to test the null hypothesis 
that data come from a normally distributed population, 
when the null hypothesis does not specify which normal 
distribution (Lilliefors 1967).  

After hypothesis test, the null hypotheses of 84.5% 
data samples in the flooding evolution are rejected with 
significance level 0.05  . Hence, it is arbitrary to 
consider the cell voltages are from normal distribution. 

 
3.2.2. Cell voltages distribution features 
The mean μ and the variance σ2 are significant 
descriptive measures that locate the center and describe 
the dispersion of probability density function. However, 
they do not provide a unique characterization of the 
distribution. To better approximate the probability 
distribution of a random variable, skewness and kurtosis, 
two parameters that are usually used for describing a 
distribution statistical characters (Ramachandran and 
Tsokos 2009), are considered other than μ and σ2.  

Let X be a random variable, Skewness, which is 
denoted by Sk, is defined as 

 
3

3

[( ) ]E X
Sk






   (1) 

 
where E denotes expected value, μ and σ2 are mean 
value and variance of X . Skewness is used as a measure 
of the symmetry of a density function about its mean. 
Recall that a distribution is symmetric if it looks the 
same to the left and right of the center point. If Sk = 0, 
then the distribution is symmetric about the mean, if 
Sk > 0, the distribution has a longer right tail, and if Sk 
< 0, the distribution has a longer left tail. The Skewness 
of a normal distribution is zero.  

Kurtosis, which is denoted by Ku, is defined as 
 

4

4

[( ) ]E X
Ku






   (2) 

 
Kurtosis is a measure of whether the distribution is 
peaked or flat relative to a normal distribution. Kurtosis 
is based on the size of a distribution's tails. A high 
kurtosis distribution has longer, fatter tails. A low 
kurtosis distribution has shorter, thinner tails. A 
distribution which has the same kurtosis as a normal 
distribution is known as mesokurtic. It is known that the 
kurtosis for a standard normal distribution is Ku = 3. A 
distribution with positive excess of 3 is called 
leptokurtic, while a distribution with negative excess of 
3 is called platykurtic (Ramachandran and Tsokos 
2009).  

Four parameters: μ, σ2, Sk and Ku of cell voltages 
in the flooding evolutions caused by increasing the 
humidity of inlet air and decreasing the temperature of 
stack are as figure 5 and figure 6.  

 

 
Figure 5: Four statistical variables of cell voltages in 
flooding evolution caused by humidity variation 

 
From the figures, some intuitional characteristics 

can be observed: 
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1. Mean value decreases and variance increases 
in the flooding evolution. 

2. Skewness is always negative, which means the 
probability density distribution function of cell 
voltages has a longer left tail. 

3. Kurtosis is always with a negative excess of 3 
which means that the probability density 
function is leptokurtic. 

4. Skewness and kurtosis show no monotonous 
variation in the flooding evolution. 

 

 
Figure 6: Four distribution parameters in flooding 
evolution caused by temperature variation 

 
Until now, four typical parameters to describe the 

properties of cell voltages distribution have been 
extracted. Fault diagnosis will be preceded based on the 
four parameters. 

 
3.3. Feature selection 
Although all these four parameters: μ, σ2, Sk and Ku are 
useful for cell voltages distribution description, for the 
fault diagnosis, just a subset of the parameters has a 
significant role. The goal of feature selection procedure 
is to find and to select the subset which improves the 
performance of fault diagnosis. In order to evaluate the 
performance of feature selection quantificationally, a 
criterion denoted as Cr is defined.  The number of 
non-void subsets of dataset {μ, σ2, Sk, Ku} is 24−1 = 15. 
The criterions of each subset are calculated and 
compared, the parameters of the subset which has the 
most optimal criterion will be chosen as the final 
features for diagnosis. 

The computation of the criterion is connected to 
the definition of the fault. In the flooding evolutions, it 
is considered that the vapor condenses as time, which 
results in the intensive to flooding. So if we allocate the 
samples in flooding evolution into two clusters (normal 
cluster and fault cluster), the normal cluster must be the 
one of which the major part is in the front of the time 
axis, while the major part of fault cluster is in the tail of 
the time axis. Consequently, the performance of the 
clustering can be evaluated by the proportion of 
overlaps of the two clusters in the time domain. More 
specifically, the evaluation criterion of fault definition is 
defined as 

 

1 2

1 1
( )errorCr N
N N

    (3) 

 
where N1 and N2 are the numbers of samples in normal 
cluster and fault cluster, Nerror is the number of samples 
in normal cluster whose indexes exceed N1.  

 
3.4. Fault definition 
 
3.4.1. KMC 
Clustering is an unsupervised learning algorithm which 
allocates data points to a certain number of clusters. It is 
used widely to collect similar data. So clustering is 
suited for fault definition. KMC is one of the simplest 
and most popular to solve clustering problem 
(Macqueen 1967). 

The KMC problem aims at allocating a dataset  
 1 2, ,..., Nx x x  into C clusters, which are denoted as 
ω1,…,ωC, so as to minimize the within-cluster sum of 
squares which is defined as  

 

2

1

|| ||

n i

C

n i

i x

J x x

 

    (4) 

 
where ix  is the center of cluster ωi, 

 
1

n i

i n
i x

x x
N



    (5) 

 
Ni is number of samples in cluster ωi.  

The implementation of KMC is as follows (Güneş 

et al. 2010): 
 
Stage1: Choose C initial cluster centers 1,..., Cx x  

randomly from the N points {x1, x2,…, xN}. 
 
Stage2: Assign point xn to the cluster ωi, i = 1,…,C, 

if 
 

|| || || ||, 1,..., ,n i n jx x x x j C j i      (6) 
 

Stage3: Compute new cluster centers 
 

1

n i

new
i n

i x

x x
N



    (7) 

 
Stage4: Repeat stage2 and 3 until the centroids no 

longer move. If   
 

|| || , 1,...,new
i ix x i C    (8) 

 
the computation process is terminated, otherwise back 
to stage2.  
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Although there is no guarantee of achieving a 
global minimum, the convergence of the algorithm is 
ensured (Yiakopoulos et al. 2011). 

 
3.4.2. Application of KMC 
KMC is used for fault definition, the goal of which is to 
divide "normal state" zone and "fault state" zone in the 
selected feature space. In this artical, fault definition is 
accomplished by two stages: Firstly, data in flooding 
evolution are labeled as "normal state" or "fault state". 
This is achieved by KMC procedure. After that, 
different zones are gotten based on the centroids of 
clusters. The points of the boundary between two zones 
are equidistant from their centroids. 

 
3.5. Fault isolation 
The tasks of fault diagnosis contain not only the fault 
detection, but also fault isolation which is to fix the 
position and the causes of faults. Fault isolation is 
beneficial to modify the control in order to slack or 
eliminate the fault, also it play a positive part in the 
design and manufacture of products. In this article, the 
flooding fault is formed by two causes: increasing of the 
humidity of the inlet air and decreasing of stack 
temperature. The objective of this part is to isolate these 
two causes. The fault data can be obtained after fault 
definition, and data of these two situations have been 
labeled, hence, the problem is a classification problem. 

 
3.5.1. SVM 
SVM is a classification method developed by V. Vapnik 
(Vapnik 1999) and has been widely applied last two 
decades. As figure 7 shows, the general description of a 
2-class SVM is: SVM establishes the optimal separating 
hyperplane that allocates the majority of points of the 
same class in the same side, whilst make the smallest 
distances between the two classes and the hyperplane, 
which is called margin, to be maximized. The points of 
the two classes which create the hyperplane are called 
support vectors. 

 
Maxmum 

margin

The optimal 

separating 

hyperplane

Support 

vectors

Class1
Class2

 
Figure 7: Classification of two classes using SVM 

 
Given the training data { , }n nyx , n = 1,..., N. 

where the M
n x R  and {1; 1}ny   . xn is an input 

vector and yn indicates the class of xn. It is possible to 
determine the hyperplane separating data as 

 

( ) 0Tf b  x w x   (9) 
 
where Mw R  is normal to the hyperplane, b is a bias. 
A distinct separating hyperplane should satisfy the 
constraints 

 
( ) 1nf x  if yn = 1  (10) 

 
 

( ) 1nf  x  if yn = −1  (11) 
 

Support vectors lie on the planes 1T
n b  w x . 

The margin is 2/ || ||w , consequently, the problem can 

be converted to find the minimum of 2|| || /2w . Taking 
into account the misclassification errors with slack 
variables n and the error penalty D, the optimal 
hyperplane separating the data can be obtained as a 
solution to the following optimization problem: 
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( ) 1
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n
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
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After introducing kernel functions to extend the 

SVM to nonlinear classification domain, the 
optimization problem (12-13) can be converted to a dual 
quadratic optimization problem as  
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where a = [a1, a2,…, aN]T satisfies 
1

N

n n n

n

a y



w x , and  

k(xn,xm) denotes kernel function on xn and xm. 
The associated class label y of a new vector x is 

calculated as follow 
 

1
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  x x  (16) 
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Three typical kernel functions are presented in 
table1.  
 

Table 1: Three typical kernel functions 
Kernel k(xi,xj) 
Linear  xi

Txj 
Polynomial (xi

Txj + 1)d 
Gaussian  exp(−||xi−xj||2/c)  
 
Direct solution of the quadratic programming 

problem (14-15) using traditional techniques is often 
infeasible due to the demanding computation and 
memory requirements, a more practical approach 
sequential minimal optimization (SMO) is used (Platt 
1998). 

The basic SVM is a binary classifier. There are a 
couple of approaches to expand this methodology to 
multi-classification situation such as "one-against-all", 
"one-against-one", and directed acyclic graph SVM 
(DAGSVM). In (Hsu and Lin 2002), C. Hsu et al. made 
a conclusion and a comparison among different 
approaches.  

 
3.5.2. Application of SVM 
In order to find the differences between humidity 
variation caused flooding and temperature variation 
caused flooding, cell voltage evolutions in the two 
situations are presented by 3-D figures as figure 8 and 
figure 9.  

The index number of cell is considered as 
representative of the distance from air entrance to the 
cell. From the figures, it can be seen that the cells near 
to the exit are more likely to be fault in the situation of 
humidity variation; while the cells near to air entrance 
are more likely to be fault in the temperature variation 
situation. Hence, the spatial distributions of cell 
voltages in the two situations are various. If we denote 
the cell voltages from air entrance to air exit as a vector 
v = [v1, v2,…, v20]T, then, the spatial distribution 
information can be kept by the indexes of elements in 
the vector. Consequently the cell voltages constructed 
vectors are used as training data for SVM. 

 

 
Figure 8: Cell voltages spatial distribution in the 
flooding evolution caused by humidity variation 

 

 
Figure 9: Cell voltages spatial distribution in the 
flooding evolution caused by temperature variation 

 
3.5.3. Evaluation of the classifier 
To evaluate the performance and of the SVM classifier, 
and also to estimate how accurately it will perform in 
practice, a popular cross-validation methodology which 
named K-fold cross-validation is used (Kohavi 1995).  

In K-fold cross-validation, the total data is 
randomly divided into K subsets. Of the K subsets, 

1K   are chosen as training data and the rest one 
subset is used for test the classifier. The training and 
test process is then repeated K times, so that each of the 
K subsets is used once as the test data. The averaged test 
result is then obtained to evaluate the classifier. The 
advantage of K-fold cross-validation ensures that all 
data are used for both training and test, each observation 
is used for test exactly once. 

 
4. RESULTS 

 
4.1. Feature selection result 
Considering the fault detection, the data in two 
experiments are analyzed together. The four statistical 
parameters presented in 3.2 are normalized to [ 1,1]  
firstly. After computing and comparing the criterions of 
15 different subsets, the criterion of the subset 
composed by μ and σ2 is the smallest of all. In other 
word, the combination of these two parameters is most 
suitable for fault diagnosis. 

 
4.2. Fault definition result 
KMC is carried out in the 2-dimension space composed 
by two features: μ and σ2. The clustering result is as 
figure 10 shows, the criterion variable Cr of clustering 
is 0.048, which indicates a good performance of 
clustering. 

After K-means clustering procedure, two centroids 
are obtained. The “fault zone” and “normal zone” can 
be divided by drawing a line in the middle of these two 
centroids as figure 10 and 11 show. For a new sample, it 
is fault or not can be told by its location is above or 
below the line. 
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Figure 10: Cluster result on 2-dimenstion space of μ and 
σ2 

 

 
Figure 11: Fault zone and normal zone partition 

 
4.3. Fault isolation result 
The SVM is carried out on cell voltages composed 
vectors, Gaussian kernel (as in table 1) is selected with 
parameter c = 0.5. Error penalty parameter D is chosen 
to be 104 after several attempts.  

In the validation procedure, K-fold cross-validation 
is used, the number of folds K is set to be 10. On 
account of that the different folds are chosen randomly, 
5 independent tests are preceded. The average error 
rates of all the tests are kept to be 0. Hence, the 
performance of SVM for discriminating the causes of 
flooding is excellent. 

After training the total 628 fault vectors, only 9 
support vectors which are used for classify new vectors 
are obtained. Consequently, the computation time will 
be short enough for online diagnosis. 

 
5. CONCLUSION 
This paper presents a fault diagnosis approach for 
PEMFC stack based on statistical analysis. For fault 
detection, four statistical parameters of cell voltages: μ, 
σ2, Sk, Ku, are extracted to describe the distribution.  
Feature selection and KMC are used to define fault zone. 
For fault isolation, SVM is adopted to classify the cell 
voltages composed vectors into different fault cause 

classes. The proposed diagnosis approach can detect 
flooding fault in fuel cell stack and efficiently classify 
the causes of flooding fault into two classes: increasing 
the humidity of inlet air and decreasing the temperature 
of fuel cell stack. The proposed approach takes account 
of otherness of cells in the fuel cells stack, and is suited 
for online diagnosis. 
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ABSTRACT 
This paper presents two controlled switched Bond 
Graph structures with fixed causality. The first is the 
Switchable Structured Bond, an interconnection struc-
ture extending the idea of switchable bonds that can 
represent all commutation modes between two sub-
systems. The second is called Generalized Switched 
Junction Structure and can represent all the interconnec-
tions enforced by commutations involving bond graph 
elements around standard 0- and 1-junctions. Both 
structures, defined with fixed causality for modeling 
and simulation purposes, can be internally represented 
with standard bond graph elements. To keep fixed the 
causality assignment even under switching, some alge-
braic constraints are added to the equation set of the 
switched structures, which in the Bond Graph domain 
can be represented with residual sinks. Both structures 
preserve causality under ideal (zero transition time) 
switching. Adding parasitic components as an alter-
native, non-ideal, approximate approach to switching 
can also be accomplished with the second structure just 
performing a minor modification on its internal 
implementation with basic bond graph components. 

  
Keywords: Bond Graphs, Switched Systems, Switched 
Structures, Residual Sinks, Abrupt Faults. 

 
1. INTRODUCTION 

Frequently in engineering abrupt changes in 
physical systems are considered to occur instantaneous-
ly. This is mainly due to the fact that the behavior the 
engineer is interested in has a time scale much bigger 
than that of the abrupt change, and that the details inside 
the time window of this change are not relevant to the 
behavior under study. Thus, ignoring them results in 
saving time and effort. As this practice departs from the 
assumptions of continuity and smoothness underlying 
classical physics, it requires special modeling and 
simulation (M&S) and analysis tools to handle the sys-
tems it yields, see (Mosterman and Biswas, 1998) for a 
sound discussion of M&S issues related to this problem. 

Bond Graphs (BG) constitutes a graphical energy-
based modeling tool originally conceived to represent 
the continuous dynamics of physical systems (Karnopp 

et al. 2000, Borutzky 2010). Many tools have been 
proposed in the BG domain to extend its basic 
component set in order to also model ideal switching 
processes: MTFs modulated with gain taking values 
over the set {0, 1} (Asher 1993, Dauphin-Tanguy and 
Rombaut 1997); an ideal switch as a new bond graph 
element (Strömberg, Top, and Söderman 1993); a 
switch as an ideal current source and a voltage source 
(Demir and Poyraz 1997); switchable bonds (Broenink 
and Wijbrans 1993); con-trolled junctions (Mosterman 
and Biswas 1995, 1998); Petri nets to represent discrete 
modes and transition between them (Allard, Helali, Lin, 
and Morel 1995); and the SPJ or Switched Power 
Junction formalism. See (Umarikar and Umanand 2005) 
for an introduction to the latter modeling technique and 
a brief description and discussion of the pros and cons 
of all the others. 

The results in this paper are twofold. First, after a 
critical review of the switchable bond concept (Broe-
nink and Wijbrans 1993), a modification of it, called S-
Bonds, is proposed. Second, it is considered how 
switching affects and modifies structures originally 
represented with elementary 0- and 1-junctions. The 
consequence of this is the introduction of two new BG 
components, called Generalized Switched Junction 
Structure (GSJ), allowing to represent all the structural 
changes induced by switched interconnections among 
the elements around the original 0- and 1-junctions. 

Switching in a physical system can be considered 
under different perspectives. The research presented 
here was conducted in the BG-domain from a system 
dynamics point of view. In order to fix ideas, consider 
the standard state-space description	�� ��⁄ = ���, 
; �
, 
where � and 
 are the state- and input-vectors, and p a 
vector of system parameters. This model can be 
modified in different ways by switching, the mildest 
one being just a change in the values of the parameters 
(p-Before Switching changes into �-After Switching: ��� → ���) without further consequences. But more 
substantial modifications can occur, like changes in the 
vector field � defining the dynamics ���� → ���
 or, 
even more dramatic, changes in the set of state- (and/or 
input-) variables	���� → ���	, 
�� → 
��
, with or 
without changes in the system order. Moreover, it could 
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happen that the explicit standard form be not longer 
attainable and substituted by a differential-algebraic 
system, or more generally, a differential-implicit form. 
All these effects are related to changes in the causality 
assignment if using elements of the standard BG-set, so 
that any tool devised to modeling switching in the BG-
domain must be able to somehow address this issue. 

Some M&S software do not allow changes in the 
causality of the model during the simulation. A possible 
approach to solve this is duplicating the elements with 
changing causality. As each of these causality-
alternating, duplicated elements represents in fact a 
unique physical phenomenon, this modeling approach is 
not Object Oriented Modeling (OOM) compliant. 

Also, the causal constraints at the origin of the 
causality switching of some elements can be broken 
adding some parasitic BG components, and models can 
be obtained with fixed causality. However these 
parasitic components increase the order of the model 
and make it stiff, which, practically, is not convenient 
for simulation purposes and, conceptually, enters in 
conflict with the ideal switch approach chosen to model 
the commutations. Besides this, the parasitic 
components are usually not related to the physical 
system from a macroscopic point of view, which 
complicates the task of parameterizing them. 

Aiming at simulation with fixed causality, the 
causality changes are avoided in this paper following an 
approach already presented in (Nacusse and Junco 
2010): residual sinks (Borutzky 2010) are introduced in 
the model to break the causality constraints produced by 
switching. The residual sink component injects the 
necessary effort or flow in order to make vanish the 
power conjugated variable into the sink. This bond 
graph component adds an algebraic constraint which 
implies that a DAE system describes the system 
dynamics. The constraint must be numerically solved at 
each integration step, through an explicit calculation if 
the constraint can be solved analytically off-line prior to 
the simulation, otherwise implicitly, with the 
consequent increment of the computational cost. 

Another problem associated to the change of 
causality between modes is the possible appearance of 
discontinuities or jumps in the state trajectories, which 
is solved with the re-initialization of the storage 
elements after a switching occurrence (Nacusse and 
Junco 2010). 

The paper is organized as follows. Section 2 
presents some background results on switchable bonds, 
switched power junctions and residual sinks, employed 
in what follows. Section 3 present the Structure 
Switchable Bond or S_Bonds and the GSJ or 
Generalized Switched Junction Structures as the main 
results of the paper, and illustrate them with switching 
problems in an electric circuit. Section 4 applies the 
new results to two classic switched power electronic 
converters. Section 5 addresses the application of the 
GSJ structure to a fault modeling problem in a two tank 
hydraulic system. It is stressed that only fault modeling 

is addressed and not FDI. Finally, Section 6 presents 
some conclusions. 
2. BACKGROUND RESULTS 

This section recalls the basics on SPJs, residuals 
sinks and switchable bonds, tools which are going to be 
used further in this paper. 

 
2.1. SPJ: Switched Power Junctions 

The SPJs are generalizations of the standard 0- and 
1-junctions (Umarikar and Umanand 2005). They are 
represented as receiving the effort (0�) or flow (1�) 
information from more than one bond. To prevent from 
the causal conflicts this would otherwise imply, control 
signals, taking values over the set {1, 0}, are added to 
the new elements. Only one of these signals is allowed 
to have the value 1 at a given time instant, the remain-
ing being zero. In this way, only one of the bonds 
imposing effort (0�) or flow (1�) is selected (i.e., 
becomes operative) and the value zero is imposed to the 
power co-variables of the remaining bonds, which 
results in their disconnection. 

Figure 1 shows the SPJs with causality assignment 
and eqs. 1 and 2 express the mathematical relationships 
-for the 0� and the 1�, respectively- among the power 
variables and the control signals	U� injected to select the 
appropriate bond. In (Junco et al. 2007) the SPJs have 
been interpreted in terms of the classical 0- and 1-
junctions and MTFs modulated by a gain taking the 
values 0 or 1. In (Nacusse et al. 2008) the implementa-
tion of the 0� and the 1� as new standard elements of 
the 20sim basic library has been presented (available at 
http://www.fceia.unr.edu.ar/dsf/I&D/BG.html). 

 

 
Figure 1. Switched Power Junctions with causality 

assignment. 
 Effort = U�e� + U e +⋯+ U"e"	f� = U��f"#� + f"# 
				; 		i = 1, … , n �1
	

 Flow = U�f� + U f +⋯+ U"f"							e� = U��e"#� + e"# 
				; 		i = 1, … , n �2
	
 

The simple electrical circuit in Figure 2 illustrates 
how to use the SPJ technique.  

 
Figure 2. Switched electrical circuit  

LVDC

iRi sw
Sw
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The circuit contains two switching elements, an 
ideal switch (an on-off commanded transistor, for 
instance) and a free-wheel diode, which have the com-
plementary logic states {switch open, diode closed} and 
{switch closed, diode open}, so that only one control 
variable is necessary in the Switched BG (SwBG). 

In the SwBG of Figure 3, the current commutation 
of the ideal switch is modeled with the 1� and the 
source Sf (f≡0), whereas the voltage commutation at the 
diode is modeled with the 0� plus the resistor R labelled 
D1 (it models the diode’s conduction state). Qualitative-
ly it works as follows (consider eqs. (1) and (2) to get a 
more complete and precise quantitative description of 
this BG’s behavior): the 1� selects either the Sf-bond 
below it (m=1, switch OFF) or the bond on its right 
(m=0, switch ON) to impose, respectively, zero current 
or the inductance current to the submodel to its left. The 0� chooses the R(D1)-bond below it (m=1, switch OFF) 
or the bond on its left (m=0, switch ON) to impose, 
respectively, the voltage of the source-resistor series or 
the diode voltage-drop to the inductance. Summarizing, 
in this example, each SPJ chooses the bond below it 
(m=1, switch OFF) or, alternatively, both SPJs select 
the bond joining them (m=0, switch ON).  

 

 
Figure 3. SwBG using SPJ of the switched circuit. 

 
2.2. Switchable bonds 

The switchable bonds presented in (Broenink and 
Wijbrans 1993) are controlled bonds commanded by a 
control signal		m that can take the values 1 or 0 and 
indicates the presence or absence of the bonds in the BG 
model. The dashed power line indicates that this bond is 
only conditionally present.  

 

 
Figure 4. Switchable bond representation 

 
This approach has some problems, caused by the 

fact that the boundary conditions on the adjacency of 
the switchable bonds are not always explicitly defined 
in all the switching modes (Strömberg 1994). This fact, 
known as the problem of the dangling junctions, is 
illustrated with the help of the SwBG in Figure 5, where 
the switches in the circuit of Figure 2 are modeled with 
switchable bonds. Again, the resistor R, labelled +1, 
models the diode’s conduction state (note that this BG 
is not fully OOM-compliant, in the sense that the ideal 
switch, a single circuit element, has to be modeled with 
two switchable bonds). The problem arises when the 
switch is OFF and the switchable bonds commanded by 

m are disconnected (m = 0): the source ,- and the 
resistor . receive each an undefined flow information, 
each from an otherwise disconnected 1-junction. There 
is no problem with the switchable bond commanded 
by	/0 , which connects the I  and the R(+1). Also the 
other circuit configuration (m = 1) is properly defined. 

 

 
Figure 5. SwBG model of the switched electrical circuit 

with switchable bonds. 
 

2.3. Residual sinks 
Residual sinks are traditionally used to break 

causal conflicts in BG models yielding the same results 
as adding Lagrange multipliers (Borutzky 2010). This 
element injects its output variable, effort or flow, into 
the rest of the system, computed as to make vanish the 
power conjugated variable, the input into the sink. 

A residual sink can be interpreted as an energy 
store where its parameter tends to zero. For example, an 
effort residual sink can be interpreted as a 1 element in 
integral causality. If the parameter 1 tends to zero, then -2 is determined by the algebraic equation	∆� = 0. 

 1-2 = ∆� �3
 
 

Figure 6 shows the graphical representation of the 
effort and flow residual sink as in (Borutzky 2009).  

 

 
Figure 6. Flow and effort residual sink 

 
3. MAIN RESULTS 

The Structured Switchable Bonds, S-bonds for 
short, are introduced in this section as an improvement 
of the switchable bonds, as well as the Generalized 
Switched Bond Graph Structures, or GSJ, as the main 
contributions of the paper. 

 
3.1. S-bonds: Structured Switchable Bonds. 

The S-bonds, which can be viewed as an extension 
of the plain switchable bonds presented by (Broenink 
and Wijbrans 1993), are introduced with the aim of 
remedying the problem of the dangling junctions 
previously discussed. To do this three control signals 
are necessary instead of just one. Indeed, with the help 
of the three control variables it is possible not only to 
determine the presence or absence of the switchable 
bond, but also to explicitly and univocally define the 
boundary conditions of the BG-elements adjacent to the 
switchable bond in each switching mode. The 
symbology adopted is shown in Figure 7.  

I:L

Sf:0

Se:Vdc 1s 0s

R:D1

1

R:R

1 1

R:D1

1 I:L

R:R

Se:Vdc

rSerSf

Proceedings of the Int. Conf. on Integrated Modeling and Analysis in Applied Control and Automation, 2012
ISBN 978-88-97999-12-6; Bruzzone, Dauphin-Tanguy, Junco and Merkuryev Eds. 201



 
Figure 7. S-bond representation. 

 
Without loss of generality, the behavior of the S-

bond is explained with the help of Figure 8, where 
causality indicates that the effort -5 is imposed by 67 
and the flow �7 is calculated by	65. Besides the ground 
connection mode the S-bond enforces -5 = -7	 and	�7 =�5, also the switched modes must be specified where 
each subsystem can independently reach two modes, the 
zero flow (ZF) and the zero effort (ZE) mode. There are 
also five different operation or switching modes, which 
calls for three boolean-like control variables (where 
only 5 combinations out of the 23=8 will be employed). 

 

 
Figure 8. S-bond interconnecting two subsystems. 

 
When 65	is in the ZE mode the S-bond imposes 

zero effort to 	65. On the contrary when 65	is in the ZF 
mode (�5 = 0) the S-bond forces the value of -5 
necessary to satisfy the algebraic restriction	�5 = 0.  

When 67 	is in the ZF mode the S-bond imposes 
zero flow to 	67. On the contrary when 67 	is in the ZE 
mode (-7 = 0) the S-bond forces the value of �7 
necessary to satisfy the algebraic restriction	-7 = 0.  

 

-5 = 8-7 	9ℎ-;	Σ7 	=;�		Σ5 	>?;->�-�-@	9ℎ-;	Σ5 	AB	A;	CD	/?�-						0	9ℎ-;	Σ5	AB	A;	CE	/?�-								
F �4
 

 

�7 = 8�59ℎ-;	Σ7 	=;�		Σ5 	>?;->�-��@	9ℎ-;	Σ7 	AB	A;	CE	/?�-					0	9ℎ-;	Σ7 	AB	A;	CD	/?�-						
F	 �5
	

 
In (4) and (5) -@ and �@ are calculated through the 

corresponding algebraic constraints �5 = 0 and	-7 = 0. 
Figure 9 shows the SwBG model of the switched 

electric circuit of Figure 2 modeled with S-bonds. Here, 
each switch is represented by only one S-bond. 

The S-bond commanded by / represents the 
electrical switch, while the S-bond commanded by /0  
represents the switching behaviour of the diode. 

 

 
Figure 9. SwBG model of the switched electric circuit 

with S-bonds, /	 = 	 I/�, / , /JK 

There are no dangling junctions now: when the 
electric switch is OFF, the S-bond commanded by /	 = 	 I/�, / , /JK imposes zero flow to the 1-junction 
on the left and zero effort to the 1-junction on the right. 
At the same time, the R(+1) element calculates the 
effort imposed to the 1-junction on the right through the 
bond commanded by /0  (the diode ON). When the 
switch is ON (and the diode OFF) the S-bond 
commanded by  /0  imposes zero flow to the R(+1) and 
zero effort to the 1-junction, while the other S-bond 
imposes the flow calculated by the I-element to the 1-
junction on the left. The mathematical details of the 
control vector m are given in Table 1 in the next 
subsection. 

 
3.1.1. Implementation of S-bonds with 

elementary BG components.  
Figure 10 shows the internal representation of S-

bonds using SPJs to model the mode switching and 
residual sinks to solve the algebraic constraints of each 
mode. The I/O relationships of this structure are given 
in (6) where -@ and �@ are imposed by the residual sinks. 
The behavior specified by Eqs. (4) and (5) is achieved 
with the combinations of the control variables m1,2,3 
given in Table 1.  

 

 
Figure 10. Internal S-bond representation 

 

L-5 = �1 − /J
�/�/ -7 + �1 − / 
-@
�7 = �1 − /J
�	/�/ �5 + �1 − /�
�@
F �6
 
 
For the sake of clarity, the model in Figure 10 uses 

the compact representation of SPJs and, thus, is not 
elementary. However, the version with BG components 
from the basic set can be achieved replacing the SPJs 
with their elementary realization as introduced in (Junco 
et al. 2007).  

 
Table 1: S-bond modes and control variables. /J /  /� mode 

0 0 0 67	in ZE and 65 in ZF 
1 0 1 67	in ZF and 65 in ZE  
0 0 1 67	and	65in ZF  
0 1 0 67	and	65in ZE  
0 1 1 67	and 65	connected  

 
With the purpose of illustration consider the series 

RLC circuit of Figure 11a, where different kind of faults 
are expected to occur at the connection point of the 
resistor and the inductor, as depicted in Figs. 11b-11e. 
Each circuit configuration can be seen as a commutation 
mode between subsystems	67 	and	65. The transition 
among these modes and the behavior in each of them is 
modeled, employing S-bonds, by the SwBG of Fig. 12. 
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Figure 11. Series RLC circuit a) normal mode. b) 67	in 
ZF mode and 65 in ZE mode. c) 67	and	65 	in ZF mode. 
d) 67 	and	65	in ZE mode. e) 67	in ZE mode and 65 in 

ZF mode. 
 

 
Figure 12. SwBG model of a faulty RLC circuit. 
 
As already said, keeping fixed causality calls for 

the residual sinks to solve algebraic constraints in some 
modes. The following are the calculations of 	-@ and �@	 
for the different modes of this example. For the cases of 
Figs. 11c and 11e the effort on 65 is -@ = -R + S�� −�T
	 where -R 	is the effort of the capacitor and S�� −�T
	 is the necessary Dirac impulse of effort necessary 
to bring the inductance current to zero because of the 
switching (circuit opening) at time � = �T.  As in a 
numerical simulation the Dirac impulse cannot be 
implemented, to force to zero the flow in the 1-junction, 
the integrator of the U element must be reset to zero. 

For the operation mode represented in Figure 11d, 
the calculus of �@	is trivial and is equal to	�@ = V .⁄ . 
 
3.2. GSJ: Generalized Switched Junction Structures  

The generalized switched junction structures 1-
GSJ and 0-GSJ are introduced here as controlled 
junctions that can represent all the interconnections 
modes enforced by commutations involving BG-
elements around the standard 0- and 1-junctions. They 
will be graphically represented as 0W 	and	1W . 

To better understand their behavior consider that 
GSJ have a ground configuration where they behave 
like standard BG-junctions. This ground configuration 
is just one of their possible switching modes. In any of 
the other switching modes, the junction behaves as in 
the ground configuration but only for a subset of all the 
adjacent bonds, while the remaining bonds get 
disconnected from the junction. Thus, in a 1-GSJ (0-

GSJ) these bonds do not contribute any effort (flow) to 
the junction, while their flows (efforts) are determined 
by the structural condition which their own efforts 
(flows) must satisfy. The configuration of a set of 
control variables decides which is the subset of bonds 
sticking to the ground junction configuration (selected 
bonds) and which is the subset disconnected (not 
selected bonds). 

 

 
Figure 13. 1-GSJ and 0-GSJ representation 

 
Figure 13 shows the BG iconic representation of 

the GSJ, where X = I
�, 
 , … , 
YK is the vector of 
control signals. In the ground configuration the bonds 
numbered from 1 to	�; − 1) impose the effort (flow) to 
the 1-GSJ (0-GSJ) while the ;Z[ bond imposes the flow 
(effort) to it. Each control signal		
\ 	 (A = 1, 2…;) can 
only take the value 1 or 0 and commands the AZ[ bond. 
In the case of the 1-GSJ, for	A = 1, 2… , �; − 1), when 
\ 	 takes the value 0, the AZ[ bond does not contribute 
any effort to the junction (this does not necessarily 
means that its effort is zero!). When 
Y	 takes the value 
0, then the ;Z[ bond imposes zero flow (which is 
transmitted by the junction to the selected bonds only) 
and its effort is obtained from the algebraic 
restriction	�Y = 0. Equations (7) and (8) specify 
precisely the relationships among all the variables in the 
1-GSJ and the 0-GSJ, respectively. 

 

L-Y = 
Y ∑ 
\ 	-\Y^�\_� + �1 − 
Y
-@																�\ = 
\
Y�Y + �1 − 
\
�@			∀	A = 1		�?	;	 F	 �7
	
 

L�Y = 
Y ∑ 
\	�\Y^�\_� + �1 − 
Y
�@																	-\ = 
\
Y-Y + �1 − 
\
-@			∀	A = 1		�?	;	 F	 �8
	
 

In (7) the value of -@ is calculated through the 
algebraic restriction �Y = 0 when the 1-GSJ is in the ZF 
mode and the value of �@ is calculated through the 
algebraic restriction	 ∑ c1 − 
def	-dee_ge_� = 0, where / ≤ ; − 1 is the number of bonds in ZE mode 
and		ie ∈ 	 k1, 2, … , ; − 1l (i.e., ie is the index of the 
not selected bonds). An analogue algebraic restriction is 
used to obtain �@ for the ZF mode of (8). 

As an example of the GSJ behavior, the series 
circuit of Figure 11a is considered again, but in this case 
assuming the possible occurrence of the more ample 
spectrum of configurations depicted in Figures 15 and 
16. All of them can be captured by the BG of Figure 14, 
with the control vector U defined in Table 2. There are 
16 configurations in Figs. 15 and 16, the ground 
configuration of Fig. 16h and 15 faulty modes, so that a 
control vector with 4 variables is needed: 	X =I
�, 
 , 
J, 
mK. 
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Figure 14. 1-GSJ model of switching series circuit. 

 

 
Figure 15. ZF modes of the series electrical circuit. 

 
Table 2: Switching modes of a 1-GSJ 

Fig 
m 
J 
  
� Modes 
15a 0 0 0 0 ,n.1	in ZE and U in ZF 
15b 0 0 0 1 ,n1 in ZE and .U in ZF 
15c 0 0 1 0 .1 in ZE and ,nU in ZF 
15d 0 0 1 1 1 in ZE and ,n.U in ZF 
15e 0 1 0 0 ,n. in ZE and 1U in ZF 
15f 0 1 0 1 ,n in ZE and .U1 in ZF 
15g 0 1 1 0 . in ZE and ,n1U in ZF 
15h 0 1 1 1 ,n.U1 in ZF  
16a 1 0 0 0 ,n.U1	A;	CE		
16b 1 0 0 1 ,n1	A;	CE	=;�	.U	A;	CE	
16c 1 0 1 0 .1	A;	CE	=;�	,nU	A;	CE	
16d 1 0 1 1 1	A;	CE	=;�	1.U	A;	CE	
16e 1 1 0 0 ,n.	A;	CE	=;�	1U	A;	CE	
16f 1 1 0 1 ,n 	A;	CE	=;�	.U1	A;	CE	
16g 1 1 1 0 .	A;	CE	=;�	,n1U	A;	CE	
16h 1 1 1 1 ,�=;�=o�	1 − p
;>�A?;		

 

 
Figure 16. ZE modes of the series electrical circuit. 

 
3.2.1. Representation of GSJ with atomic 

BG elements. 
Following the reasoning proposed in (Junco et al. 

2007) for the SPJ, also the GSJs can be represented by 
standards BG components as in Figures 17 and 18. The 
control signal enters in the BG multiplying the power 
variables through MTFs; the algebraic operations 
between power variables are carried out by the standard 
junctions of the BG formalism and the algebraic 
constraints are added using residual sinks. 

 

 
Figure 17. 1-GSJ elementary representation. 

Remark: The elementary representations of Figs. 
17 and 18 are also useful if the modeling approach with 
instantaneous commutations is resigned in favor of an 
approximation using parasitic components: it suffices to 
replace the residual sinks with the parasitic components, 
or with MTFs plus resistors, as done in (Borutzky 2010 
and Dauphin-Tanguy and Rombaut 1997). 
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Figure 18. 0-GSJ atomic representation. 

 
4. APPLICATION EXAMPLES: SWITCHED 

ELECTRONIC CIRCUITS 
Modeling some switched circuits with GSJ and S-

bonds, this section suggests a modeling technique. 
 

4.1. Buck converter 
The Buck converter of Figure 19 (a reducing DC-

DC voltage converter: the output voltage u is less or 
equal than the input voltage V) contains an ideal switch 
(in practice, a switched transistor) and a free-wheel 
diode. In normal operation the diode (modeled as a 
resistor R, labelled D1 in conduction state) and the 
switch have complementary logic states; in some cases, 
a third operation mode called discontinuous mode can 
take place, when the current through the diode becomes 
zero and both, switch and diode, are in the off state. 

The basic modeling idea is to use a 0-GSJ (1-GSJ) 
when/where the switch commutates the application of 
an effort (flow) variable. In this example, the first case 
applies when the calculation of the potential P changes 
according to the switch state, so that a 0-GSJ must be 
used to represent it. The system is modeled considering 
the switch closed (corresponds to the 0-GSJ in its 
ground state), which yields the SwBG of Figure 20, 
endowed with an appropriate causality assignment and 
the control vector X = I
�, 
 , 
JK. 

 
Figure 19. Schematic circuit of a Buck converter. 
 
When the ideal switch is ON the diode is OFF - = -J	and -� is calculated through the algebraic 

restriction	�� = 0. When the ideal switch is OFF and the 
diode is ON and its current Ar 	is less than zero (cf. the 
positive sense of the current Ar 	 in Figure 19: Ar =−��	), then -  is calculated through the algebraic 
restriction �� − � = 0 and	�J = 0. While when the 
diode is OFF (discontinuous operation mode of the 
circuit), -  is calculated through the algebraic 
restriction	� = 0. All the Buck converter operation 
modes are presented in Table 3. 

  
Figure 20. Buck converter SwBG model using GSJ. 

 
Table 3: Buck converter modes 
J 
  
� Modes 

1 1 0 Switch ON, Diode OFF 
0 0 0 Diode ON Switch OFF 
0 1 0 Diode OFF Switch OFF 
 

4.2. Boost converter 
The Boost converter, depicted in Figure 21, is an 

amplifying DC-DC voltage converter, where the output 
voltage u is greater or equal than the input voltage V. 
This circuit has two operation modes, switch ON and 
diode OFF (mode		s�), and the opposite mode (s ) 
switch OFF and diode ON. As in the previous example 
the diode is modeled, in conduction state, as a resistor R 
labelled D1. 

Figure 22 shows the SwBG obtained for the Boost 
converter following the modeling technique suggested 
at the beginning of this section. It uses 1-GSJ 
considering that the current path is swtiched at node N. 
As the diode switches its current between zero and a 
positive value, while the current through the inductance 
is always positive, the flow is imposed to the 1-GSJ by 
the resistor R(D1). This causality assignment forces 
derivative causality in the inductance which is not 
desirable. The different operation modes of the Boost 
converter according to Figure 22 are reached with the 
control signals presented in Table 4. 

 
Figure 21. Schematic circuit of a Boost converter. 

 

 
Figure 22. SwBG of the Boost converter with 1-GSJ. 

 
Table 4: Boost converter modes of Figure 22. 
J 
  
� modes 

1 1 1 Diode ON, Switch OFF 
1 0 0 Diode OFF, Switch ON 
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To enforce integral causality in the inductance, the 
1-GSJ can be replaced by a 0-GSJ and an effort source 
can be placed to break the causality conflict. The 
resulting SwBG model is depicted in Figure 23 and 
Table 5 shows the different combination of the control 
signals to reach the operation modes. 

 

 
Figure 23. SwBG of the Boost converter with 0-GSJ. 

 
Table 5: Boost converter modes of Figure 23. 
J 
  
� modes 

1 0 1 Switch ON, Diode OFF 
1 0 0 Switch OFF, Diode ON 

 
Instead of GSJs, Figure 24 uses a S-bond to model 

the switching in the Boost converter; its interpretation  
is straightforward: when the switch is ON (diode OFF) 
the S-bond imposes ZE to the series ,n − U and ZF to 
the rest of the circuit. Whereas when the switch is OFF 
(diode ON) the S-bond works as a standard bond 
connecting both sub-circuits. Table 6 shows the 
combination of the control signals for the different 
configurations (cf. Eqs. 6). 

 

 
Figure 24. SwBG of the Boost converter with S-Bonds. 
 

Table 6: Boost converter modes with S-bonds /J /  /� modes 
0 0 0 Switch ON, Diode OFF 
0 1 1 Switch OFF, Diode ON 

 
5. APPLICATION TO FAULT MODELING: 

FAULTY TWO TANK SYSTEM. 
The application example consists in two tanks 

separated by a distance u = u� + u 	and connected by 
two pipes and a valve �V� 
 which controls the flow 
passage as shown in Figure 25. The pipe 1 connects the 
Tank1 with the valve V�  and has a length u�, while 
pipe 2 connects the valve V�  with the Tank2 and has a 
length u . Figure 26 shows the associated BG model. 

 

 
Figure 25. Two tanks physical system. 

 
Figure 26. BG model of healthy two tank system. 

 
The following constitutive relationships of the BG 

elements of Figure 26 are assumed: .��\
: w =7xyx#r √∆{|  BA};�∆{
 where =\ 	and		�\ 	(with	A = 1,2)  

represents the cross section and length of the pipes 
while + match the value of the restriction when �\ = 0; .� :	w = 	=� ~	√∆{| 	BA};�∆{
 where =� 	 is the 
discharge coefficient of the valve and ~	 is the opening 
control of the valve;  .�:	w = 	=�√∆{| 	BA};�∆{
 where =� represents the cross section of outlet hole from 

Tank2; 	1\ = �x�� (with i=1,2) are the tanks hydraulic 

capacities where �� and �  are the cross section areas 
of the tanks � is the constant density of the liquid, } is 
the gravitational acceleration. 

 

 

Figure 27. Fault modes of the two tank system. a) Valve V�  blocked, b) broken pipe at ��∗, c) broken pipe at � ∗. 
  
In this example three different abrupt faults are 

considered for modeling purposes, as shown in Figures 
27a,b,c. The first one is a blockage in the valve	V� , the 
second and the third one corresponds to the pipe broken 
at position ��∗ and � ∗ respectively. All these faults break 
the shared flow constraint of the pipes and the valve. 
So, to represent the structural changes produced by the 
faults a 1-GSJ can be placed instead of the standard 1-
junction, which yields the SwBG model of Figure 28. 
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Figure 28. SwBG model of the faulty two tank system. 
 

Table 7 shows the combinations of the control 
signals that generate the healthy and the faulty modes. 
Figures 29, 30, 31 explicitly show, in the form of BG 
models, the different calculations implemented by the 1-
GSJ in the faulty modes as determined by the signals of 
the control vector X = I
�, 
 , 
J, 
m, 
�K. 

 
Table 7: two tank modes 
� 
m 
J 
  
� Two tank process modes 

1 1 1 1 1 Healthy 
1 0 0 1 1 Pipe 2 broken at � ∗. 
1 1 1 0 0 Pipe 1 broken at ��∗. 
0 1 1 1 1 Valve V�  blocked (ZF mode) 
 

 
Figure 29. Pipe 2 broken at � ∗. , X = I1, 1,0,0,1K 

 

 
Figure 30. Pipe 1 broken at ��∗ , X = I0, 0,1,1,1K. 

 

 
Figure 31. Valve V�  blocked, X = I1, 1,1,1,0K 
 

5.1. Simulation results. 
In this subsection some simulation results are 

presented to show the correct behavior of the GSJs.  
The following parameters are used in the 

simulations (Samantaray and Ould Bouamama 2008): 	�\ = 1.45	10^ 	/  =� = 1.593	10^ �}�  � /�  � ,	w\ =

1/	J B⁄ ,	u� = 1/,	=� = 1.596	10^ 	�}�  � /�  � ,	u =1	/	and	=\ =	0.03	�}�  � /�  � , + = 0/, ~ = 1.  
In all simulation responses from top to bottom, {� 

is the pressure at the bottom of Tank1 in � / ⁄ , {  is 
the pressure at the bottom of Tank2 in � / ⁄ , w���Z is 
the output mass flow of Tank1 in /J, w \Y is the input 
flow mass of Tank2 in /J and w ��Z is the output flow 
mass of Tank2 in /J.  

Figure 32 shows the simulation response of a fault 
in the pipe that connects Tank1 with the valve	V� . The 
fault occurs at time � = 310	B and at a distance ��∗ = 0.5	/	, which implies that � ∗ = 1.5	/.  

 

 
Figure 32.Simulation response with pipe 1 broken at ��∗. 
 

Figure 33 shows the simulation response of a fault 
in the pipe that connects Tank2 with the valve	V� . The 
fault occurs at time � = 310	B and at a distance � ∗ = 0.5	/	which implies that ��∗ = 1.5	/.  
 

 
Figure 33.Simulation response with pipe 2 broken at � ∗. 

 
To perform a simulation of sequential structural 

faults, the control signal X starts with 		X = I1, 1,1,1,1K	 
(system in healthy mode), then changes to X =I0, 1,1,1,1K (commutation to “valve blocked”) and, 
finally, switches to X = I0, 1,1,0,0K (“valve blocked and 
pipe 1 broken at ��∗”). Notice that the latter faulty mode 
is not in Table 7. Figure 34 shows the simulation 
response of this sequence of structural faults. At � = 300	B the valve V�  gets blocked; then, pipe 1 
breaks at � = 302	B  at ��∗ = 0.5	/. 
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Figure 34. Simulation response with sequential faults. 

 
6. CONCLUSIONS 

This paper introduced two new fixed-causality 
formalisms to handle ideal switching processes -i.e., 
commutations happening within a null time span- in the 
Bond Graph domain. The first one, called Switchable 
Structured Bond, S-Bond for short, allows to model the 
power connection/ disconnection (presence/absence of a 
bond) between two subsystems and, at the same time, 
solves the “dangling junction” problem known to 
happen in the classical switchable bonds. The second 
one, called GSJ for Generalized Switched Junction 
Structure, allows to represent the classical structure of a 
standard BG-junction (called the ground configuration 
of the GSJ) plus all possible commutations involving 
the elements joined by the structure in its ground 
configuration. Both, a macro definition or 
representation and an internal implementation with 
elementary BG-components are provided for each of the 
new structures. A minor modification of the GSJ 
internal representation allows to alternatively adopt an 
approximate approach to switching modeling with the 
use of parasitic components. A procedure to construct 
the switched bond graphs models using these new 
techniques has been suggested. Also, application 
examples of controlled and fault-induced switching 
have been provided, together with some simulation 
results in the latter case. 
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ABSTRACT 
The objective of this paper is to detect and isolate the 
presence of sensor faults in dynamical systems. 
Unknown input observers are used which is then used to 
generate residuals based on the DOS observer 
architecture (Dedicated Observer Scheme). This 
diagnosis strategy is applied on the double-feed 
induction generator (DFIG) in wind turbines. The 
structure of a DOS is used for detection and isolation of 
multiple sensor faults. The approach is validated using 
signals obtained from a simulated DFIG system. The 
main contribution of this paper is the modelling of 
induction generator for wind turbines and the use 
unknown input observers to detect multiples and 
simultaneous faults in current sensors. The simulation 
model of DFIG is developed using MATLAB.   
 
Keywords: wind turbine, DFIG, UIO, observer DOS, 
current sensor 

 
1. INTRODUCTION 
In recent years, environmental issues play an 
increasingly important role in our daily lives. This is 
particularly due to an awareness of people about the 
consequences of some pollution on the environment and 
climate conditions. This work aims to improve safety, 
reliability and performance of wind turbine and to 
predict the evolution of degraded mode, in order to 
improve the availability of the system (Odgaard, 
Thogersen and Stroustrup 2009; Blanke, Kinnaert, 
Lunze, Staroswiecki and Schroder 2010), The main goal 
of this studies-to detect, isolate faults and to 
determining the origin of abnormalities (i.e. failure of 
sensors or actuators, system malfunctions).  

With the increasing size of wind turbine 
(Rothenhagen, Thomsen and Fuchs 2007), there is a 
need for improving diagnostic techniques in order to 
detect the favourable arguments for the occurrence of 
fault. Several works concern the detection of fault and 
their isolation in the wind system. In (Rothenhagen, 
Thomsen and Fuchs 2007) an observer was setup to 
detect sensor fault in the turbine hub. Reconfiguration 
has been proposed by (Rothenhagen and Fuchs 2009). 
An observer with unknown inputs has been proposed by 
(Nielsen 2009; Gálvez-Carrillo and Kinnaert 2011). In 
this paper, we have shown interest in the detection and 
isolation of currents sensors faults, for example internal 

faults in the DFIG are caused by the component of the 
generator (rotor and stator magnetic circuits, stator 
windings, mechanical air gap). The generator is often 
exposed to perturbation as the origin of the noise from 
the environment of the generator, the uncertainties of 
measurements, sensors faults or actuators. The 
construction of the observers is knowledge-based for 
the model of the generator to observe. 

In this paper an unknown  input observers are used 
as well (Chen and Patton 1999). The faults are 
considered as unknown inputs which should be 
estimated  this  can be done by introducing internal fault  
models. Other examples of this usage of the unknown 
input observers can be seen in (Odgaard and Mataji 
2008) where the former reports similar scheme applied 
on fault detection of power plant coal mills and the 
latter estimate power coefficients for wind turbine, 
some examples can be found of fault detection and 
accommodation of wind turbine. An observer based 
scheme for detection of  sensor faults  for blade root 
torque sensor  is presented  in (Wei, Verhaegen and Van 
den engelen 2008). An unknown input observer based 
scheme was in (Rothenhagen, Thomsen and Fuchs 
2007) proposed to detect such faults in a wind turbine.  

In present paper, the problem of sensors fault 
detection and isolation the multiple and simultaneous 
currents sensors, in DFIG driven by a wind turbine 
application has been addressed. The application of DOS 
is possible if the system is observable. 

 

 
Figure 1: Structure of Observer DOS 

2. SYSTEM DESCRIPTION  
The DFIG is one of the most used wind generator 
(Khojet EL Khail 2006.), “Figure 2”. Several recent 
papers, confirmed by industrial realizations, 
demonstrate the viability of this device in a wind 
system.  
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Figure 2: Wind turbine with a DFIG 
 

The presence of a converter may result in large 
variations of the rotor voltages with high frequencies, 
rectifiers and inverters are used to solve this problem. 
Wind energy captured by the turbine is converted by the 
DFIG and is transmitted to the network by the rotor and 
the stator windings. The guidance system of the blades 
was used in order to adjust lift of the blade to the wind 
speed. So, it limits the power generated by the 
generator. With such a system, the blade is controlled 
by a system called "pitch control", this guidance system 
is not study in this paper.  
 
3. MODEL OF THE DFIG 
 
3.1. PARK TRANSFORMATION 
The Park transformation is defined by the rotation 
matrix of the rotating field. It consists in the projection 
of the three phase coordinates (a, b, c), in frame (d, q) 
(El Aimani 2004). In this frame, the d-axis is chosen to 
coincide with stator axis at t = 0 and q axis is lag by 90 
degree with the d axis of the direction of rotation. To 
investigate the DFIG the d-q model is required. The 
used Park transformation is given by equation (1). 
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The transformation is valid for both stator and 

rotor, equation (2) describes the global modeling of the 
generator, use the voltage and fluxes become 
respectively. 

 
           

    

  
        

          
    

  
       

          
    

  
        

          
    

  
       

 
where V stands for voltages (V), I stands for 

currents (A), R stands for resistors (Ω),   stands for flux 
linkages (V·s). Indices d and q indicate direct and 
quadrature axis components respectively while s and r 

indicates stator and rotor quantities respectively.    and 
   is the stator and the (mechanical) rotor speed of 
generator. 

3.2. Observer Design 
It is common when modeling a system, to involve 
inputs that are not measurable but which nevertheless 
affect the state. Use the term to refer unknown inputs, 
and reconstruction of the state of these systems can only 
be done under certain condition, the observer used are 
called unknown input observers (Odgaard and Stoustrup  
2012 a, 2009b). 

Doubly fed induction machines comprise of a 
wound stator and a wound three phase rotor, where the 
rotor windings can be accessed by brushes. Usually, the 
stator is connected to the grid, and the rotor is fed by an 
inverter. In this work, an Input Observer based on an 
unknown input observer (UIO) with input 
reconstruction is used to observe the stator voltages of 
the DFIG. UIO observe the states of this system, where 
an input, the unknown input, is not used. For the 
reconstruction of the unknown inputs the UIO needs the 
measured outputs of the system and the known inputs. 
Using the estimated states and the known inputs, the 
unknown input may be reconstructed. This is 
thoroughly described in (Rothenhagen and Fuchs 2009).  
The state space model used for the DFIG is given in 
equations (3) to (8). The bilinear character of the DFIG 
is represented by the matrix A0. The reference frame is 
described by matrix A1. The input is split up into known 
and unknown inputs (4), with their respective input 
matrices B and F. It is assumed that all currents are 
measurable, therefore C is unity matrix.The system 
matrices are explicitly given in (6), and (7), where    is 
the mechanical rotor frequency,    is the rotational 
frequency of the reference frame.  

Using this system description, it is possible to 
easily convert the system from stator fixed into a 

synchronous reference frame or any other, since the 
influence of the rotation is described by   . Explicitly, 
a stator fixed system is using   =0, while a system 
oriented uses the stator angular frequency   = 
  =2π50 s 

-1. A  mor detailed desctiption may be found 
in (Rothenhagen and Fuchs 2009).  
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: is the coefficient of Blondel 

where x(t) = [ids  iqs  idr  iqr]
T
 is the state system, u(t) 

is the control vector input, y(t) are measured and the 
output, v(t) is the vector of unknown input. The 
matrices A, B, F and C are matrices known the 
parameters of matrix are defined in “Table 6”, constant 
and consistent with the dimension signals. It is possible 
to reconstruct the system state observed despite the 
presence of unknown inputs. 
The input of the system is divided in to input known 
and unknown (4), with their respective input matrices B 
and F. It is assumed that all currents are measurable 
output. The structure of the UIO can be defined as: 
 
 ̇                                     (9)  
 ̂                              (10) 

 
wher N, M, L and E are matrices designed to 

achieve decoupling from the unknown input ans as well 
obtain an optimal observer and have to be designed in 
such a way  ̂ converge asymptotically to x. The 
matrices in the unknown input observer are found using 
the following equation (11)-(21), since system matrices 
are assumed constant. 
 
                        (11) 
 
The estimation error of the stat     , is given by: 

 
                              (12) 
 

It is necessary to satisfy the following conditions, if 
the matrices FC has full rank line, the equation (15) 
determine completely the matrix E of the observer. As a 
consequence, the observer error has to converge to zero.  
 
                           (13) 
                        (14) 
                       (15) 
                                    (16) 
 

The matrix N must be stable,   is matrix selected 
dy the placement of poles of N in order to reenter 
stability, and       is the generalized matrix of     : 
  
                                     (17) 
                                        (18) 
                       (19) 
                       (20) 

 
At last the matrices N and K have to be designed.   

Therefore matrix M (14) is introduced for clarity. 
Solving (14) for N yields to (21). The eigenvalues of 
have to be in the left hand, the gain K guarantee the  

stability of the matrix N 
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(21) 
 
3.3. Estimation of unknown inputs 
As seen earlier, the unknown input observer can 
estimate the state variables of the system independently 
unknown input v(t). It is then possible to use the 
reconstructed state obtained also seek to estimate the 
unknown input. The choice of stator voltage as 
unknown inputs in that practice, the stator voltage are 
not measurable and they are not available, this is why 
we use the unknown input observer for the estimated 
 
 ̇      ̇                                  (22) 
  ̂           ̇              ̂                   (23) 
 

The error estimation of the state tends 
asymptotically to zero, so   ̂    asymptotically 
approaches     . In other words,   ̂    is the estimate of 
    . 
 
4. FAULTS DETECTION SCHEME DESIGN 
 

The presence of faults sensors, denoted fc(t)=[ f1 f2 

f3 f4] influence on the estimation error outputs. Dc is the 
matrix distribution of the additive faults. 

 
 ̇                                   (24) 
                                  (25) 
 

The estimation error output by unknown input 
observer can be seen as a dynamic system output 
follows: 
 
 
 
      ̂                       ̇          (26) 
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It is therefore clear that, absent fault the signal  ̂    
converges asymptotically to zero, to the extent the 
matrix N is stable,       the observer error.  
 

4.1. Filter Bank for DFIG 
The state observer for fault detection and isolation is a 
well-known problem. To overcome this problem, one 
can use a filter bank to estimate the dynamical 
behaviors of the system, in order to detect then and to 
isolate the fault. The first kind of filter bank is the 
Dedicated Observer Scheme (DOS) proposed by R. N. 
Clark in 1978 (Clark 1978; Trinh and Chafouk 2011; 
Ichalal, Marx, Ragot and Maquin 2006). And the 
second one, Generalized Observer Scheme (GOS) 
proposed by P. M. Frank in 1987 (Frank 1987) 
respectively. Each filter bank is composed by a number 

(8) 
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of observers, which are supplied with all inputs and 
different subsets of outputs. The observer which 
receives a faulty measurement provides a bad estimate 
of the variables, while the estimation of other observers 
converges to the measurements of corresponding 
outputs, except the output error.  

 
5. SIMULATION RESULTS 
The generation of residuals, is a fundamental step in 
designing a diagnosis based on models. In theory, a 
residual should be zero in the absence of fault and 
significantly different from zero in the contrary case. It 
is then necessary to introduce detection thresholds to 
avoid false alarms (Orjuela, Marx, Ragot and Maquin 
2010). These thresholds can be set by the user from a 
statistical analysis of residues and taking. A structuring 
of residuals can accomplish the detecting and isolation 
of the faults (Gálvez-Carrillo and Kinnaert 2011; 
Ouyessaad, Chafouk and Lefebvre 2011). In this case, 
the i

th observer is controlled by the i
th output of the 

system and all inputs. The “Figure 1” shows the 

architecture of the bank of observers DOS. The faults of 
sensors affecting measurement y(t) are denoted  f1(t), 

f2(t), f3(t) and f4(t). Note later r i,j(t) the fault indicator 
signal (residual) calculated from the difference between 
the jth system output and the ith output estimated by the 
i
th observer DOS. If the output has a defect then there is 

a bad estimate of the state and residual r1,j may be 
affected.  

In this section, the detection of current sensor faults 
by the observer Luenberger will be focused. Then, the 
isolation of the fault will be addressed. For this purpose, 
the following fault scenario will be used: 

The first scenario is to introduce fault only the first 
step y1(t). The first fault was injected at t = 0.3 s and 
disappears t = 0.4 s, the fault consists of constant 
amplitude equal to 15% of the maximum amplitude of 
the output rotor current Idr, “Table 1”. 
 

Table 1: Faults Scenario I  
Number Fault number Starting time (s) 

1 f1(t) 0.3 ≤ t ≤ 0.4 
 

The observer 1 reconstructs the model output using 
only the output y1 and all inputs of the system, in this 
step the measurement y1 is affected by a fault f1. 

This output has a fault, then there is a poor estimate 
of the state and residuals r1,1, r1,2 r1,3  and r1,4 away from 
zero “Figure 4”. To show the fault f1 during its presence 
in y1 (red ellipse) (Idr presence f1) “Figure 3”.  

 

 

Figure 3 : Rotor and stator currents, can be seen the 
fault f1 in the  rotor current idr 

 
Figure 4: Fault residual for idr, the fault f1 is detected 
during its presence in the observer 1 

 
Figure 5 Fault residual for idr, the fault f1 is detected 
during its presence in the observer 2 

A sensor fault (f1) is present in r2,1 from time 0.3 ≤ (t) ≤ 

0.4. Using the observer 2 see “Figure 5”, this sensor 
fault is detected without any false positive detection, 
other observers 3 and 4 confirmed this result, r31 and r41 
with observers DOS. The signatures of the different 
faults are given in “Table 2”.  
 

Table 2: Signature of Faults 
 Obs1 Obs2 
                                         

   1 1 1 1 1 0 0 0 
 Obs3 Obs4 
                                         

   1 0 0 0 1 0 0 0 
 

According to this table, the signatures r1,j= [1 1 1 

1] , r2,j= [1 0 0 0], r3,j= [1 0 0 0] and r4,j= [1 0 0 0] 
correspond the fault f1. Presented in “Figure 4”, “Figure 
6”and “Table 2”. It is possible to conclude the fault f1 
appears in y1 . 

The second scenario consists to introduce multiple 
faults in the outputs y1 and y3, the following fault 
scenario will be used “Table.3”. 

Table 3: Faults Scenario II  
Number Fault number Starting time (s) 

1 f1(t) 0.9 ≤ t ≤1 
2 f3(t) 0.9 ≤ t ≤1 

 
It should be noted that in the simulation a 

measurement noise is added to the output of the DFIG 
(here, a random signal with zero mean and variance 
equal 1).  
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This information is confirmed by other observers. It 
is possible to conclude that the fault f1 appear in the 
output y1 in interval 0.9(s) ≤ t ≤ 1(s), and that the fault 
f3 appear in the output y3 in interval 0.9(s) ≤ t ≤ 1(s). 
The fault consists of a window of constant amplitude 
equal to 15% of the maximum amplitude of the output 
“Figure 6”, present the fault detection the four residuals 
r3,j, in observer 3. The observers 2 and 4 confirmed this 
results, (r2,1, r2,3) for observer 2, and (r4,1, r4,3) with  the 
observers 4 show “Figure 7”. 

 

 
Figure 6: Fault residual in the observer 3 

 
Figure 7: Fault residual in the observer 4 

 

The third scenario consists to introduce the fault 
multiple and simultaneous in the outputs y1 , y2 and y3, 
the following faults scenario will be used, see 
“Table.4”. 

Table 4: Faults scenario VI  
Number Fault number Starting time (s) 

1 f1(t) 0.9 ≤ t ≤1 
2 f3(t) 0.9 ≤ t ≤1 
3 f2(t) 1.3 ≤ t ≤1.4 

 
The fault f1 consists of constant amplitude equal to 

20% of the maximum amplitude of the output y1, f3 = 
5% of the output y3 and f2 = 10% of the output y2, show 
“Figure 9”. 

 
In this section introduction the multiples and 

simultaneous faults, with different amplitudes intended 
to show the sensitivity and robustness of the observers 
to detected the faults “Figure 9”.  

 

 
Figure 8: Rotor and stator currents, can be seen the fault 

f1, f2 and f3 in the current sensor 

 
Figure 9: The four residuals signals r4,j in the observer 

four 

The logical rules of the decision unit allow to detect 
and to locate the fault. The threshold is choose equal to 
3  (  is the standard deviation of the signal). “Figure 

10”, witch present the four faults detection residuals r1,4, 

r4,2, r4,3 and r44. “Table 5” see the different event of the 
occurrence of multiple and simultaneous fault, detected 
and located by the observer DOS. 

 

 
Figure 10: Single fault detection   

Table 5:  Generalized Table of Signature Faults  
 Obs1 Obs2 
                                         

   1 1 1 1 1 0 0 0 
   0 1 0 0 1 1 1 1 
   0 0 1 0 0 0 1 0 
   0 0 0 1 0 0 0 1 

 Obs3 Obs4 
                                         

   1 0 0 0 1 0 0 0 
   0 1 0 0 0 1 0 0 
   1 1 1 1 0 0 1 0 
   0 0 1 0 1 1 1 1 

 

0 500 1000 1500 2000

0

2

4

6

R
es

u
d

u
al

 r
 3

1

 

 

r 31

0 500 1000 1500 2000
-15

-10

-5

0

5

R
es

u
d

u
al

 r
 3

2

 

 

r 32

0 500 1000 1500 2000
-10

0

10

20

R
es

u
d

u
al

 r
 3

3

Time [microseconds]

 

 

r 33

0 500 1000 1500 2000
-10

0

10

20

R
es

u
d

u
al

 r
 3

4

 

 

r 34

0 500 1000 1500 2000
-2

0

2

4

R
es

u
d

u
al

 r
 4

1

 

 

r 41

0 500 1000 1500 2000
-0.2

0

0.2

R
es

u
d

u
al

 r
 4

2

 

 

r 42

0 500 1000 1500 2000
-2

0

2

4

R
es

u
d

u
al

 r
 4

3

Time[microseconds]

 

 

r 43

0 500 1000 1500 2000
-0.2

0

0.2

R
es

u
d

u
al

 r
 4

4

 

 

r 44

0 500 1000 1500 2000

-50

0

50

cu
rr

en
t 

(A
)

 

 

current Idr f1

0 500 1000 1500 2000

-20

0

20

 

 

current Ids f2

0 500 1000 1500 2000

-50

0

50

cu
rr

en
t 

(A
)

Time [ microseconds ]

 

 

current Iqr f3

0 500 1000 1500 2000

-20

0

20

 

 

current Iqs f4

0 200 400 600 800 1000 1200 1400 1600 1800 2000
-2

0

2

4

6

8

R
es

u
d

u
al

 O
b

se
rv

er
 4

Time [ microseconds ]

 

 

r 41

r 42

r 43

r 44

0 500 1000 1500 2000

0

0.5

1

 

 

Det r41

0 500 1000 1500 2000

0

0.5

1

 

 

Det r42

0 500 1000 1500 2000

0

0.5

1

D
et

ec
ti

on

Time [ microseconds]

 

 

Det r43

0 500 1000 1500 2000

0

0.5

1

 

 

Det r44

Proceedings of the Int. Conf. on Integrated Modeling and Analysis in Applied Control and Automation, 2012
ISBN 978-88-97999-12-6; Bruzzone, Dauphin-Tanguy, Junco and Merkuryev Eds. 213



APPENDIX 
Vds; Vqs stator voltages in d-q reference frame 
Vdr; Vqr rotor voltages in d-q reference frame 
ids; iqs stator currents in d-q reference frame 
idr; iqr rotor currents in d-q reference frame 
 
Table 6: Parameters of the DFIG, 22kW (Rothenhagen 
K., Thomsen S., and Fuchs F. W., 2007) 

Parameters Values Meaning 
Lh 45.8  mH Mutual inductance 
Ls 46.8   mH Stator inductance 
Lr 46.8  mH Rotor inductance 
Rs 0.1315 Ω Stator resistor 
Rr 0.1070 Ω Rotor resistor 
P 2 Pairs of poles 

 
6. CONCLUSION 
In this paper, the problem of current sensor fault 
detection and isolation, for double-fed induction 
generator driven by a wind turbine application has been 
addressed. An unknown input observer scheme and a 
statistical detection algorithm have been used as 
residual generation and decision system, respectively. 
The approach has been validated using simulated 
signals of a double-fed induction generator for wind 
turbine. Through simulations, it has been demonstrated 
that multiple current sensor faults for rotor and stator 
have been correctly detected and isolated with a DOS 
observer scheme. The future extension of this work is to 
improve the performance of observers and insensitivity 
on measurement noise, in a test bank in real time. We 
are interesting in the FDI problem for other sensors of 
wind turbine (voltage, wind speed). The FDI problem 
for time varying rotational speed of the rotor will also 
be studied. 
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Abstract— The object of this paper is the study of a new
unknown input observer for linear models. This new observer
has some classical restrictive conditions proposed for other
ones: infinite structure condition and Hurwitz conditions for
invariant zeros. The main contribution are twofold: this new
observer has the same state space representation as the initial
state model and it is shown to be very accurate. Simulation
results are proposed for a DC motor example with analysis of
two other classical methodologies.

Keywords: Unknown input observers, Bond graph, linear
models, invariant zeros

1. INTRODUCTION

The unknown input and state observability problem (UIO)
is a well known problem because for control design with a
state space approach, the state vector x(t) cannot be entirely
measured and the system is often subject to unknown inputs
d(t) (disturbance or failure...) which must be estimated, as
proposed in the state space representation (1). In this state
equation x ∈ ℜn is the state vector, z ∈ ℜp is the vector set
of measured variables and y ∈ ℜp is the vector of output
variables to be controlled. The input variables are divided
into two sets u ∈ ℜm and d(t) ∈ ℜq which represent known
and unknown input variables respectively. ẋ(t) = Ax(t)+Bu(t)+Fd(t)

z(t) = Hx(t)
y(t) =Cx(t)

(1)

Different approaches give solvability conditions and con-
structive solutions for the unknown input observer problem.
For LTI models, constructive solutions with reduced order
observers are first proposed with the geometric approach
[13], [4], [2]. Constructive solutions based on generalized
inverse matrices taking into account properties of invariant
zeros are given in [19] and then in [20] and [15] with ob-
servability and detectability properties. Full order observers
are then proposed in a similar way (based on generalized
inverse matrices) in [7] and [6], but with some restriction on
the infinite structure of the model. The algebraic approach is
proposed in [25] and in [5] for continuous and discrete time
systems, without restriction on the infinite structure of the
model. The structural invariants which play a fundamental
role in this problem have been extensively studied in many
papers and books [2], [21], [23], [16], [12], [17]. The
knowledge of zeros is often an important issue because
zeros are directly related to some stability conditions of the
controlled system and the infinite structure is often related
to solvability conditions.

The objective of this paper is the development of a new
observer for linear systems when there are two kinds of
inputs: measured and unmeasured inputs. The second section
deals with the problem statement in an usual way, with
the recall of two classical approaches and some conditions
of application. In the third section, the new approach is
proposed and then an application on a DC motor is proposed.
Simulations are proposed for this new observer and for two
classical approaches.

2. PRELIMINARIES

2.1. UIO existence conditions

In the literature, the different proposed approaches con-
sider first the finite structure of Σ(H,A,F) and then its
infinite structure. The finite structure gives some stability
conditions on the UIO and the infinite structure some con-
ditions on the existence of the UIO.

The concepts of strong detectability, strong* detectability
and strong observability have been proposed in [14]. System
(1) (with only unknown input d(t)) is strongly detectable if
z(t) = 0 for t > 0 implies x(t)→ 0 with (t → ∞) and system
(1) is strong* detectable if z(t)= 0 for t →∞ implies x(t)→ 0
with (t → ∞).

The strong detectability corresponds to the minimum-
phase condition, directly related to the zeros of system
Σ(H,A,F) (finite structure) defined as to be the values of
s ∈ C (the complex plane) for which (2) is verified.

rank

(
sI −A −F

H 0

)
< n+rank

(
−F
0

)
(2)

Proposition 1: [14] The system Σ(H,A,F) in (1) is
strongly detectable if and only if all its zeros s satisfy
Re(s)< 0 (minimum phase condition).

Proposition 2: [14] The system Σ(H,A,F) in (1) is
strong* detectable if and only if it is strongly detectable and
in addition rank[HF ]=rank[F ].

Proposition 3: [14] The system Σ(H,A,F) in (1) is
strongly observable if and only if it has no zeros.

The infinite structure of multivariable linear models is
characterized by different integer sets. {n′i} is the set of
infinite zero orders of the global model Σ(C,A,B) and {ni}
is the set of row infinite zero orders of the row sub-systems
Σ(ci,A,B). The infinite structure is well defined in case of
LTI models [8] with a transfer matrix representation or with
a graphical representation (structured approach), [9].
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The row infinite zero order ni verifies condition ni = min{
k|ciA(k−1)B ̸= 0

}
. ni is equal to the number of derivations

of the output variable yi(t) necessary for at least one of the
input variables to appear explicitly. The global infinite zero
orders [10] are equal to the minimal number of derivations
of each output variable necessary so that the input variables
appear explicitly and independently in the equations. The
infinite structure can also be defined for others models, such
as Σ(H,A,F).

In order to solve the UIO problem for systems in (1),
a necessary condition called observer matching condition
for the existence of observers is often required (see [19];
[7]): rank[HF ] = rank[F ]. For a SISO model, the infinite
zero order of model Σ(H,A,F) is equal to 1. When this
condition is not satisfied [11] proposed unknown input
sliding mode observers after implementing a procedure to
get a canonical observable form of systems. This method
can also be extended in the nonlinear case. [5] and [1] gave
an intrinsic solution with an algebraic approach. Necessary
and sufficient conditions are that system Σ(H,A,F) is left
invertible and minimum phase. The LTI system Σ(H,A,F) in
(1), supposed to be asymptotically observable with unknown
input, is rapidly observable if, and only if, it zero dynamics
is trivial.

2.2. UIO Synthesis

Two approaches are recalled in this paper. The goal is to
compare the performances of these observers with the new
one proposed in this paper.

Approach with pseudo-inverse: An observer proposed by
[6] has the form (3).{

ξ̇ (t) = Nξ (t)+ Jz(t)+Gu(t)
x̂(t) = ξ (t)−Ez(t)

(3)

where x̂(t) ∈ ℜn is the estimate of x(t). Matrices N, J, G
and E with constant entries have appropriate dimensions. [6]
studied the model with unknown inputs in the state and in the
measurement equations. Here the model is simplified without
considering unknown inputs in the measurement equation,
i.e., z = Hx(t)+Dd(t),D = 0.

Let P = I +EH, the observer reconstruction error is e =
x− x̂ = Px−ξ . The dynamic of the estimation error is given
by ė = Ne+(PA−NP−JH)x+(PB−G)u+PFd. Hence, in
the error variable equation some relations must be satisfied:
PA−NP− JH = PB−G = PF = 0. In order to solve these
equations, some generalized inverse matrices must be defined
because in the previous equations some matrices are not
square. Moreover, model Σ(H,A,F) has a stable observer
if the model is strong* detectable.

Approach with output derivation: The unknown input
observer for a SISO model [5] with control input is written
in (4).

 ˙̂x = (PA−LH) x̂+Q
(

z(r)−U
)
+Lz+Bu

d̂ =
(
HAr−1F

)−1
(

z(r)−HArx̂−U
) (4)

r is the infinite zero order of Σ(H,A,F). d̂ is the estimation of
d and the matrices Q and P verify: Q = F

(
HAr−1F

)−1
, P =

In −QHAr−1, and U =
r−1
∑

i=0
HAiBu(r−1−i). The main idea of

the method is to implement derivations on the output variable
z(t) to let the unknown input variable d(t) appears explicitly.
Note that the control input must be derivable (r−1 times).
For MIMO models, the extension of the procedure was
proposed by [11].

The dynamic of the estimation error of state variables is
ė = ẋ− ˙̂x = (PA−LH)(x− x̂). One has limt→∞ e(t) = 0 for
any x(0), x̂(0), d(t) and u(t). The estimation of d can be
written as d̂ =

(
HAr−1F

)−1HAr (x− x̂)+d. As limt→∞ e(t)=
0, then limt→∞ d̂(t) = d(t).

This observer is stable if the finite structure of Σ(H,A,F)
is stable.

3. NEW APPROACH

3.1. New UIO

If a somewhat physical approach is proposed, some as-
sumptions are possible for the state space model deduced
for example from a bond graph representation. The model
Σ(H,A,F) is also supposed to be a SISO model.

Asumption 1. It is supposed that the SISO system
Σ(H,A,F) defined in (1) is controllable/observable and that
the state matrix A is invertible.

With Asumption 1, a derivative causality assignment is
possible for bond graph models (physical model without
null pole). The extension to models with non invertible state
matrix is straight for bond graph models, because a graphical
approach can be proposed in that case. It is not proposed in
this paper.

The state equation (1) without output variable y is now
rewritten as (5).

{
x(t) = A−1ẋ(t)−A−1Bu(t)−A−1Fd(t)
z(t) = HA−1ẋ(t)−HA−1Bu(t)−HA−1Fd(t)

(5)

If matrix HA−1F is invertible (Model Σ(H,A,F) has no
null invariant zero), the disturbance variable can be written
in equation (6) and then the estimation of the disturbance
variable can be written in equation (7).

d(t) =−(HA−1F)−1[z(t)−HA−1ẋ(t)+HA−1Bu(t)] (6)

d̂(t) =−(HA−1F)−1[z(t)−HA−1 ˙̂x(t)+HA−1Bu(t)] (7)

From the state equation (5), a new estimation is proposed
for the state vector, defined in equation (8), which can also be
written as (9), which is similar to a classical estimation, but
with a difference in the last term. It needs the derivation of
the measured variable. Matrix K is used for pole placement.

x̂(t) = A−1 ˙̂x(t)−A−1Bu(t)−A−1Fd̂(t)+K(ż(t)− ˙̂z(t))
(8)
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˙̂x(t) = Ax̂(t)+Bu(t)+Fd̂(t)−AK(ż(t)− ˙̂z(t)) (9)

For these three observers, the estimate of the state vector is
the solution of a first order differential state equation which is
not the state equation of the model for the two first observers.
In our approach, the state equation is the same (model and
observer), with only an extra term for the observer. This new
observer is thus much more simpler. Note that most of the
works proposed in the literature do not take into account the
control inputs.

3.2. Properties of the observer

In this section, some properties of the UIO are enounced
and proved. It is proved that this new observer requires the
matching condition defined in some well known approaches
[14], [6] and that in that case, fixed poles of the estimation
error are all the invariant zeros of system Σ(H,A,F), which
means that this system must be strong* detectable.

The convergence of the disturbance variable can be veri-
fied with equation (10), obtained from (6) and (7).

d(t)− d̂(t) = (HA−1F)−1HA−1(ẋ(t)− ˙̂x(t)) (10)

The estimation of the disturbance variable converges to the
disturbance variable only if (ẋ(t)− ˙̂x(t)) converges asymp-
totically. Convergence of the state estimation must be proved
with the study of the observer fixed poles.

In order to simplify notations, new matrices NBO and NBF
are introduced in (11).

{
NBO = A−1 −A−1F(HA−1F)−1HA−1

NBF = A−1 −A−1F(HA−1F)−1HA−1 −KH
(11)

From (5) and (8), with e(t) = x(t)− x̂(t) it comes (12).

e(t) = NBF ė(t) (12)

In equation (12), conditions for pole placement are studied.
If matrix NBF is invertible, a classical pole placement is
studied, and the error variable e(t) = x(t)− x̂(t) does not
depend on the disturbance variable. The conditions for (8)
to be an asymptotic state observer of x(t) is that NBF must
be an Hurwitz matrix, i.e., has all its eigenvalues in the left-
hand side of the complex plane. Properties of the observer
are studied in the next part.

A necessary condition for the existence of the state esti-
mator is proposed in Proposition 4.

Proposition 4: A necessary condition for matrix NBF de-
fined in (11) to be invertible is that HF ̸= 0.

Proof In Proposition 4, matrix NBF F is equal to [A−1 −
A−1F(HA−1F)−1HA−1 −KH]F , thus it can be rewritten as
NBF F = A−1F −A−1F(HA−1F)−1HA−1F −KHF = KHF .
If condition HF ̸= 0 is not satisfied, the Kernel of matrix NBF
is not empty, which means that matrix NBF is not invertible
and that this matrix contains at least one null mode, thus
pole placement is not possible (all its eigenvalues are not in
the left-hand side of the complex plane).�

Condition defined in proposition 4 is exactly the same
condition defined for the well-known observers defined in
[14] and [6]. It means that the infinite zero order between
the disturbance variable d(t) and the measured variable z(t)
is equal to 1.

It is now supposed that HF ̸= 0 is satisfied. Two properties
are proved. First, it is proved that matrix NBO has one
eigenvalue equal to 0 and that the other eigenvalues are
the inverse of the invariant zeros of system Σ(H,A,F). In
that case in matrix NBF , fixed modes are the inverse of the
invariant zeros of model Σ(H,A,F) and the only eigenvalue
which can be chosen is related to the null eigenvalue of
matrix NBO.

Proposition 5: In matrix NBF defined in (11), only 1 pole
can be chosen with matrix K.

Proof Since HNBO =HA−1−HA−1F(HA−1F)−1HA−1, it
comes HNBO = 0. If a state model is considered with the state
matrix NBO and the output vector H, it is proved that this
model is not observable since vector Ht is orthogonal to the
state matrix. Moreover, the rank of the observability matrix
of Σ(H,NBO) is equal to 1. If a classical state estimation
is proposed for this model, only 1 pole can be assigned,
which is also true for matrix NBF , because matrix NBF can
be considered as the state matrix of an equation error when
estimating the state of system Σ(H,NBO).�

Proposition 6: The eigenvalues of matrix NBO defined
in (11) are the inverse of the invariant zeros of system
Σ(H,A,F) (n−1 modes) plus 1 eigenvalue equal to 0.

Proof: appendix A
Proposition 7: The fixed poles of the estimation equation

defined in (12) are the invariant zeros of system Σ(H,A,F).
Proof From Proposition 6, the eigenvalues of matrix NBO

are the inverse of the invariant zeros of system Σ(H,A,F)
with an eigenvalue equal to 0, and since NBF is invertible
and only one pole can be chosen, all the fixed poles are the
non null eigenvalues.�

4. EXAMPLE

The previous procedures are applied on a DC motor
modeled by bond graph [18] and [22]. At the analysis step,
proposed methods on bond graph models do not require
the knowledge of the value of parameters, because intrinsic
solvability conditions can be given and a formal calculus
can be proposed at the synthesis level. First some properties
of bond graph models are recalled and then the example is
studied. Note that this system could be studied without the
bond graph approach, and that other state variables could be
chosen.

4.1. Bond graph approach

In a bond graph model, causality and causal paths are
useful for the study of properties, such as controllability,
observability and systems poles/zeros. Bond graph models
with integral causality assignment (BGI) can be used to
determine reachability conditions and the number of invariant
zeros by studying the infinite structure. The rank of the
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controllability matrix is derived from bond graph models
with derivative causality (BGD) [24].

An LTI bond graph model is controllable if and only if
the two following conditions are satisfied: first there is a
causal path between each dynamical element and one of the
input sources and secondly each dynamical element can have
a derivative causality assignment in the bond graph model
with a preferential derivative causality assignment (with a
possible duality of input sources). The observability property
can be studied in a similar way, but with output detectors.
Systems invariant zeros are poles of inverse systems. Inverse
systems can be constructed by bond graph models with bi-
causality (BGB) which are thus useful for the determination
of invariant zeros.

The concept of causal path is used for the study of the
infinite structure of the model.The order of the infinite zero
for the row sub-system Σ(hi,A,F) is equal to the length of the
shortest causal path between the ith output detector zi and the
set of disturbance input sources. The global infinite structure
is defined with the concepts of different causal paths (not
recalled here). The number of invariant zeros is determined
by the infinite structure of the BGI model. The number
of invariant zeros associated to a controllable, observable,
invertible and square bond graph model is equal to n−∑n′i.
For bond graph models, invariant zeros equal to zero can
be directly deduced from the infinite structure of the BGD
model [3].

An example of a DC motor is used to show the procedure
for designing the UIO observer. The BGI model of the
system with a disturbance signal is given in Fig. 1, and
the state-space equations are presented in (13), with x =
(pL, pJ)

t = (x1,x2)
t the state vector. Since the state equation

is written from a bond graph model, the state vector contains
energy variables, for example pL is the magnetic flux in
the inductance. z is the measured output variable, it is the
rotational speed of the motor drive shaft, z = pJ

J . u is the
control input variable and d the disturbance input variable
(disturbance torque). The input u(t) is the Heaviside unit
step function, i.e. u(t) = 100Γ(t). The disturbance d of the
system is a pulse signal with start time 0.005s, end time
0.006s and amplitude 10N.

Fig. 1. BGI model of the DC moteur


ẋ1 =−R

L x1 − k
J x2 +u

ẋ2 =
k
L x1 − b

J x2 +d
z = 1

J x2

(13)

Fig. 2. BGD model of the DC moteur

The bond graph model is controllable and observable (a
derivative causality can be assigned, fig. 2). The numerical
values of system parameters are shown in Table I. In this part,
some simulation results will be shown by the bond graph
software 20-sim R⃝.

TABLE I
NUMERICAL VALUES OF SYSTEM PARAMETERS

L R k J b
1.6×10−4 H 0.29 Ω 0.225 1×10−4 kgm2 1×10−4 Nm/Wb

The rotor angular velocity ω and it’s estimate ω̂ with an
initial condition for the state variables x1 = 0 and x2 = 0.01
are studied in each case. Then the disturbance variable d and
it’s estimate d̂ and the estimation errors for the state variables
are drawn.

4.2. New observer
The design of the observer proposed in the previous

section can thus be redesigned from a bond graph approach.
The causal path length between the output detector D f : z

and the disturbance input Se : d is equal to 1, Fig. 1, path
D f : z→ I : J → Se : d, thus the matching condition is verified,
and there is an invariant zero in the system Σ(H,A,F).
After calculations or analysis of the bond graph model
with a bicausal assignment, the invariant zero is s = −R

L
which verifies the minimum phase condition. The bond graph
representation of the observer is drawn in Fig. 3 in a general
form without values for parameters.

Fig. 3. Observer with the bond graph representation

In the state estimation equation defined in (8), matrix
K = [k1,k2]

t is used for pole placement. With some formal
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calculus, the two poles of matrix N−1
BF defined in the state

estimation error equation (12) are s =−R
L and s =− J

k2
. The

first fixed pole is equal to −R
L = −1812.5. The second one

is chosen at s =−2000, thus k2 = 0.2.
The two estimated variables ω̂ and d̂ are very close to the

real variables, Fig. 4, Fig. 5 and the estimation errors for the
state variables converge rapidly to zero, Fig. 6. The different
figures prove the accuracy of this new UIO.

Fig. 4. The rotor angular velocity ω and it’s estimate ω̂

Fig. 5. The disturbance variable d and it’s estimate d̂

Fig. 6. Trajectories ei = xi − x̂i, i = 1,2 with UIO in (9)

4.3. Other observers

In order to compare the different observers, the same
model is studied with the two other observers.

Matrix Z is used to place poles of the observer for the
UIO defined with generalized inverse matrices. One pole is
fixed (invariant zero of system Σ(H,A,F)), another is placed
at s =−2000. The matrices of the observer are

N =

[
−1812.5 −2250

0 −2000

]
E =

[
0

−0.0001

]
J =

[
−0.225

0

]
G =

[
1
0

]

Variables ω and ω̂ , Fig. 7, are very close. The estimation
errors for the two state variables are displayed in Fig. 8. [6]
did not proposed the estimate of the unknown input. In that
case, results are similar, but the structure of the observer is
much more complex.

Fig. 7. The rotor angular velocity ω and it’s estimate ω̂

Fig. 8. Trajectories ei = xi − x̂i, i = 1,2 of the system

With the algebraic approach, Matrix L is used
to place poles of the observer. One pole is fixed
(invariant zero of system Σ(H,A,F)), another is
placed at s = −2000. The matrices of the observer

are Q =

[
0

0.0001

]
PA−LH =

[
−1812.5 −2250

0 −2000

]
L =

[
0

0.2

]
U = 0

Fig. 9. The rotor angular velocity ω and it’s estimate ω̂

Variables ω and ω̂ are drawn in Fig. 9. The estimation of
d is d̂ = 0.0001(ẏ−

[
14062500 −10000

]
x̂). The com-

parison of the estimation of the unknown input d̂(t) and
d(t) is shown in Fig. 10. The estimation errors for the two
state variables are displayed in Fig. 11. In that case, our new
observer is more accurate.
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Fig. 10. Trajectories d and d̂ of the system

Fig. 11. Trajectories ei = xi − x̂i, i = 1,2 of the system

5. CONCLUSION

In this paper, a new input and state observer is proposed
for linear systems. The classical assumption on the strong*
detectability property is necessary. Two significant facts
concern the simplicity of the observer synthesis and the
efficiency of this observer. This observer is proposed in a
SISO context, but can be easily extended to linear MIMO
Systems.
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APPENDIX

Consider the quadruple Σ(A∗,B∗,C∗,D∗), with A∗ = A−1,
B∗ =−A−1F , C∗ =HA−1 and D∗ =−HA−1F . This model is
controllable and observable, thus the invariant zeros of this
model are the zeros of the Smith matrix defined in (14).

S(s) =
(

sI −A−1 A−1F
HA−1 −HA−1F

)
(14)

With the usual properties of matrix determinant, it comes
detS(s)=detHA−1F.det(sI −A−1 +A−1F(HA−1F)−1HA−1),
and thus detS(s) = det(sI−NBO). The invariant zeros of the
quadruple Σ(A∗,B∗,C∗,D∗) are the poles of matrix NBO.

With classical symbolic equivalent operation, it comes:

∣∣∣∣ sI −A−1 A−1F
HA−1 −HA−1F

∣∣∣∣ ∼ ∣∣∣∣ sI −A−1 (sI −A−1)F +A−1F
HA−1 HA−1F −HA−1F

∣∣∣∣
(15)

detS(s) =
∣∣∣∣ sI −A−1 sF

HA−1 0

∣∣∣∣ ∼ ∣∣∣∣ sA− I sF
H 0

∣∣∣∣ (16)

Thus detS(s) = det(sA − I).det(H(sA − I)−1sF) and it
comes detS(s) = s.det(s−1I−A).det(H(s−1I−A)−1F). Thus
the roots of S(s) are all the inverse of the invariant zeros of
system Σ(H,A,F) with a root equal to 0.�
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ABSTRACT
This paper brings contributions on the proposal of use of
translational motions of sliding masses to minimize vi-
brations induced by the rotational motion of a light flex-
ible manipulator (rotating arm). This system is inspired
by rotating cranes used to transport loads. Optimal con-
trol methods have been used to generate the slider tra-
jectories while the flexible manipulator performs a rota-
tional maneuver from a fixed to other fixed configura-
tion. This approach has led to good solutions even in
case of quite quick maneuvers, as, for example, a 90o

beam rotation in just 1 second, using 1 or 2 sliders (Ter-
ceiro, 2002). In the present paper, the complete mo-
tion equations for any number of masses are firstly pre-
sented, in order to emphasize the complexity of the cou-
pled elastic-rotational-translational motions. Simplifying
assumptions are pointed out and the corresponding opti-
mal control problems (OCP) are obtained. Optimal tra-
jectories, generated according to different Indexes of Per-
formance and different problem parameters, are analysed
and compared in order to get feasible movements for the
set.

Keywords: Optimal Control, Vibration Control,
Flexible Robotics, Lightweight Structures, Composed
Motion

1 INTRODUCTION
For many applications, structural flexibilities must be
considered in early design stages in order to assure good
vibration attenuation in modern machine design. The
problem of flexible structures has worried many authors,
today’s literature on the subject is extensive. We can cite
as authors interested: (Junkins and Kim, 1993) dealing
with the problem of dynamic and flexible control struc-
ture and (Meirotvitch, 1980), (Meirotvitch, 1990) that
contributed to the disclosure of the issue of flexible struc-
tures.

Based on the examples of rotating cranes and rota-
tional/prismatic joint robots, this work explores simulta-
neous rotating/translational motions to minimize vibra-
tions on a light one-link manipulator that performs large
rotational maneuvers. The basic question investigated is
how the motion of independent parts may contribute to
reduce the vibration levels of the whole system. As the
results achieved are encouraging, it seems feasible to ex-
tend the research to other more complex applications.
Then, the objectives here are the achievement of suit-
able system models for a very light flexible manipulator
and the synthesis of optimal controllers using the torque
applied to the hub where the flexible arm is fixed and
the forces applied to the sliding masses as control vari-
ables. The case of a single sliding mass has brought sur-
prising results, as shown in (Fleury and Oliveira, 2004).
The investigation has been extended to model a mecha-
nism which include any number of sliders and structural
modes (Terceiro, 2002). The full approach is firstly in-
troduced in this paper. In all cases, the dynamical mod-
els of the structural system have been derived through
the Extended Hamilton Principle resulting in a set of
coupled integro-differential non linear equations where
system parameters are time and space dependent due to
changes in the inertia terms. Using substructuring tech-
niques, arm and sliders motions have been separated and
systems responses have been expanded in products of
spatial and time functions. Many Control techniques
(LQR, for example) have been used in order to mini-
mize vibrations induced by the rotational movements, but
this reduction resulted dependent on the prescribed mo-
tions of the sliders. A bad choice for the slider move-
ments can lead to larger vibrations amplitudes when com-
pared to a situation where the masses remain fixed on
the rotating arm (Fleury and Oliveira, 2004). An Opti-
mal Control line of investigation became mandatory to
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understand the very influence of the composed torque-
sliders position controls on the elastic vibrations. Slider
trajectories become control variables, among hub torque
leading to Optimal Control Problems (OCP). The re-
sulting models are non linear and time variant and an-
alytical solutions are not feasible. Then, optimal arm
and slider trajectories are investigated through the use
of RIOTS’95 (Schwartz et al, 1997), a computational
package based on the Consistent Approximation Theory
(Schwartz, 1966). Among many already simulated cases,
the results presented in this paper demonstrate the impor-
tance and influence of the choice of Objective Functions
in System performance. Early results appear in the work
of (Oliveira, 2000) when the problem was treated with
only one mass sliding. Then, in (Terceiro, 2002) problem
has been generalized to different masses has been estab-
lished, and then using the RIOTS’95 was simulated prob-
lem with two sliding masses. In a research work hard,
many results have appeared as shown in (Terceiro and
Fleury, 2008). Sometimes, the differences seem subtle,
and are basically set the simulation time, the performance
criterion and the initial guess necessary for the simula-
tion. Even these few changes have produced a wealth of
results that are now published and others that need to be
studied further. The numerical difficulties inherent prob-
lems of this size are increased by the large number of
parameters available for analysis. Just a few results are
presented and refer to the most interesting cases selected
from a broader set of results that were obtained by the
choice of all parameters involved and discussed in the
previous paragraph.

2 SYSTEM FULL MODEL
As shown in Figure 1, system is composed by a long,
slender, flexible beam (the arm) that can rotate in an hor-
izontal plan driven by the torque delivered in a rigid hub.
Angular acceleration and disacceleration of the flexible
arm should cause large amplitude vibrations. Here, we
propose to move some masses (sliders) simultaneously
to the arm motion, thus changing rotational inertia prop-
erties to minimize arm vibrations, represented by the arm
tip excursions. In order to use Hamiltons Extended Prin-
ciple, kinetic and potential energies of each component,
hub, arm and masses must be calculated. Then, the elas-
tic potential energy of the flexible arm, U(t), is given by:

U(t) =
1
2

∫ L

0
EIv

(
∂2e
∂x2

)2

dx (1)

with e the deformation of the arm at a generic point
x, Iv is the moment of inertia, b is the width h the height
of a tipical section. L is the length of the flexible arm.
The total kinetic energy of the arm, TB,is:

Figure 1: Flexible Arm Model

TB =
∫ L

0

1
2

ρ(eθ̇)2dx+
∫ L

0

1
2

ρ(ė+ ẋθ)2dx (2)

with ρ arm linear mass density, θ the angular dis-
placement and θ̇ the angular velocity.

The kinetic energy of the two masses, TM , is given
by:

TM =
1
2

2

∑
i=1

Mi

(
(l̇i− eiθ̇)

2 +(ėi + liθ̇)2
)

(3)

li is the location on the mass of each mass over the
arm.

The kinetic energy of the hub, Tc is:

Tc =
1
2

McL2
c

2

(
dθ

dt

)2

=
1
2

Jc

(
dθ

dt

)2

=
1
2

Jcθ̇
2 (4)

LC is the radius of the hub, MC its mass and JC is its
moment of inertia of the cube.

The work of the nonconservative forces, W , is given
by:

δW = τδθ+F1δl1 +F2δl2 (5)

The first term refers to the virtual work of the ap-
plied torque, the other two terms refer to the virtual work
of the tangent forces applied to the masses m1 and m2
respectively.

Explicitly, τ is the torque applied by the motor to
produce rotational movement of the flexible arm, and F1,
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F2 is the force applied by the sliders m1, m2 to reduce the
vibration of the flexible arm

The Extended Hamilton’s Principle states that be-
tween two instants t1 and t2the system energy follows:

∫ t2

t1
(δLg +δW )dt = 0 (6)

with Lg, the Lagrangian of the system, is given by:

Lg = T −U = TB +TM +TC−U (7)

That is true for the system:

∫ t2

t1
(δTB +δTM +δTC−δU +δW )dt = 0 (8)

The application of the principle leads to the follow-
ing model

∫ L

0
ρ(−xë− (x2 + e2)θ̈)dx

+M1

∫ L

0
(e1 l̈1− l1ë1− e2

1θ̈)∆l1dx

+M2

∫ L

0
(e2 l̈2− l2ë2− e2

2θ̈)∆l2dx

−(M1l2
1 +M2l2

2 + Jc)θ̈+ τ = 0∫ L

0
ρ(ë− xθ̈+ eθ

2)dx−
∫ L

0
EIv

∂4e
∂x4 dx = 0

M1

∫ L

0
(−ë1 + e1θ̇

2 +−l̇1θ̇)∆l1dx = 0

M2

∫ L

0
(−ë2 + e2θ̇

2 +−l̇2θ̇)∆l2dx = 0

M1

∫ L

0
[e1θ̈+ e1θ̇

2]∆l1dx+M1(l1θ̇
2 l̈1)+F1 = 0

M2

∫ L

0
[e2θ̈+ e2θ̇

2]∆l2dx+M2(l2θ̇
2 l̈2)+F2 = 0

(9)

with boundary conditions:

e
∣∣∣
x=0

= 0
∂2e
∂x2

∣∣∣
x=l

= 0

∂e
∂x

∣∣∣
x=0

= 0
∂3e
∂x3

∣∣∣
x=l

= 0

(10)

3 SUBSTRUCTURE SYNTHESIS
The difficulties of the mathematical analysis of the above
problem, which involves all the terms of the interac-
tion energy of each of the parties established because re-
quires solving the equations 9 with boundary condition
10 where all parts of the structure appear mixed when
to implementing Extended Hamiltons Principle which in-
volves all the terms of the interaction energy of each of

the parties established then the strategy was to consider
a system consisting of several substructures, determine
the motion equations that govern these substructures and
then consider the interaction of each structure with the
others and their effects on the structure as a whole. This
approach is known as Substructure Synthesis and its roots
can be found in papers like (Meirovitch and Kwak, 1991).
In our case, the arm-hub has been considered as one sub-
structure and each sliding mass as another ones. Hamil-
tons Extended Principle has been rewritten for each sub-
structure. After many algebraic manipulations, which in-
clude disregarding quadratic terms (Terceiro, 2002), the
substructured model is given by:

∫ L

0
ρ(−xë− (x2 + e2)θ̈)dx− Jcθ̈+ τ = 0

∫ L

0
ρ(ë− xθ̈+ eθ

2)dx−
∫ L

0
EIv

∂4e
∂x4 dx = 0

ë1 + l1θ̈+2l̇1− e1θ̇
2 = 0

ë2 + l2θ̈+2l̇2− e2θ̇
2 = 0

(11)

with the same boundary conditions as in equation
10.

The free vibration of the arm, after disregarding
some second order terms is given by:

−
∫ L

0
ρxëdx− (JB + JC)θ̈ = 0 (12)

ρ(ë− xθ̈)+EIv
∂4e
∂x4 = 0

A change of variables is then introduced:

e(x, t) = z(x, t)− xθ(t) (13)

leading the model to a form like:

∫ L

0
ρxz̈dx+ Jcθ̈ = 0 (14)

ρz̈+EIv
∂4e
∂x4 dx = 0

with boundary conditions:
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z
∣∣∣
x=0

= 0
∂2z
∂x2

∣∣∣
x=l

= 0 (15)

∂z
∂x

∣∣∣
x=0

= 0
∂3z
∂x3

∣∣∣
x=l

= 0

All these transformations have been necessary to ex-
press the system in coordinates where an expansion on
independent orthogonal functions of time and space can
be performed:

z(x, t) =
∞

∑
r=1

φr(x)ηr(t) (16)

This allows separated spatial and time descriptions
through the equations:

η̈r(t)+ω
2
r ηr(t) = 0 (17)

EIv
∂4φr(x)

∂x4 −ω
2
r ρφr(x) = 0

For the eigenvector equation, 17, admissible solu-
tions are proposed as:

φr(x) = arsin(βrx)+brcos(βrx) (18)
+ crsinh(βrx)+drcosh(βrx)

The determination of the coefficients is made by
solving a linear system. After many algebraic manipu-
lations one can arrive at a standard form:

δrs =
∫ L

0

d2φs

dx2
d2φr

dx2 dx (19)

=
1

EIv

{∫ L

0
ω

2
r ρφsφrdx− Jcωr[φ

′
sφ
′
r]x=0

}
Considering the forced system, one can find:

∞

∑
r=1

[∫ L

0
ρφsφrdx− Jc[φ

′
sφ
′
r]x=0

]
η̈r+ (20)

+EIv

∞

∑
r=1

[
ω

2
r [
∫ L

0
ρφsφrdx− Jc[φ

′
sφ
′
r]x=0

]
ηr =τφ

′
s

∣∣∣∣
x=0

Observing the adopted norm, we finally have:

η̈r +ω
2
r ηr = τφ

′
r|x=0 (21)

Then, the interaction between substructures be-
comes:

η̈r +ω
2
r ηr =

∫ L

0
FE(li)φrdx+ τφ

′
s|x=0 (22)

where FE(li) is the force due to the presence of a
sliding mass at this point.

After some manipulations:

η̈r +ω
2
r ηr =−

∫ L

0
Mi

∞

∑
s=1

[
φs
∣∣
x=li

η̈s

]
φrdx (23)

−
∫ L

0
Mi2l̇iθ̇φrdx+ τφ

′
s

∣∣∣
x=0

This equation is very important because it shows the
relationship between the vibration modes in time and the
influence of motions in space, that is, the interaction be-
tween the sliding masses, applied at the point li, and the
structure and their effects transferred as functions of spa-
tial forms. It also shows the effect of the torque applied
to the hub on the flexible robotic arm.

4 STATE SPACE FOR THE DYNAMICAL SYS-

TEM
In order to design any control strategy, the system model
should be written in state space variables. Then, sub-
structure motions are synchronized and normalized to get
a set of matrix equations in the form:

η̈r =−[T ]−1

Wηr−2Mi l̇iθ̇

 L∫
0

φrdx

+ τφ̇r|x=0


(24)

where [W ] = ω2
i × Inxn and [S] = [T ]−1 is given by:

Srs =



Mi+M2
i

p
∑

k=1,k 6=r
φk

∣∣
x=li

L∫
0

φkdx

1+
p
∑

k=1
Miφk

∣∣
x=li

L∫
0

φkdx

for r = s

−M2
i φr

∣∣
x=li

L∫
0

φsdx

1+
p
∑

k=1
Miφk

∣∣
x=li

L∫
0

φkdx

for r 6= s

(25)

Using Newton’s Law on the rotational motion, one
can get:

(
JB + JC +MLl2

I θ̈
)
= τ+FE j(li)li (26)
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Equation 26 describes the rotational motion, in-
cludes the torque applied to the hub and the slider reac-
tions FE j, at positions li and takes into account the beam
moment of inertia, JB. Finally, a state model can be writ-
ten:

ẋ2r−1 = x2r

ẋ2r = −
2(M1x2p+4+M2x2p+6)x2p+2

p
∑

s=1
Srs

L∫
0

φsdx

M1+M2

−

p
∑

s=1
w2

s Srsx2s−1

M1+M2
+

p
∑

s=1
Srsφ̇s

∣∣
x=0

M1+M2
ui

ẋ2p+1 = x2p+2

ẋ2p+2 =

p
∑

r=1

p
∑

s=1
ω2

s φr(li)Srsx2s−1

JB+JC+M1x2
2p+3+M2x2

2p+5
+

1−
p
∑

r=1

p
∑

s=1
Srsφ̇

∣∣
x=0

φr(li)

JBC+M1x2
2p+3+M2x2

2p+5

τ

+2 (
M1x2p+4+M2x2p+6)x2p+2

JB+JC+M2x2
2p+5+M1x2

2p+3
×( p

∑
r=1

p
∑

s=1
φr(li)Srs

L∫
0

φsdx−1
)

JB+JC+M2x2
2p+5+M1x2

2p+3

ẋ2p+3 = x2p+4
ẋ2p+4 = u2

M1
+ x2p+3x2

2p+2
ẋ2p+5 = x2p+6
ẋ2p+6 = u3

M1
+ x2p+5x2

2p+2

(27)

The elements of matrix S are written according to
eq. 25 with the necessary adaptations, p indicates the
number of vibration modes of the system.

In this model, the state variables represent ẋ2r are
the normal modes of the system, x2r−1 are the velocities
of normal modes, x2p+1 is the angular motion, x2p+2 is
the velocity angular motion, and x2p+3 and x2p+5 are the
position of sliders 1 and 2 respectively, and x2p+4 and
x2p+5 are the velocities of sliders.

5 THE OPTIMAL CONTROL PROBLEM
A general Optimal Control Problem (OCP) can be stated
as one where the control laws u j(t), j = 1, · · ·m and the
initial and final conditions xi(a)and xi(b) , i = 1, · · · ,n
have to be chosen so as to minimize an Index of Perfor-
mance

IP = Φ(x(a),x(b))+
∫ b

a
L(x(t),u(t), t)dt (28)

subject to:

1. Dynamic Constraints:

ẋi = fu(x(t),u(t), t), i = 1, · · · ,n (29)

2. Boundary Constraints:

φk(x(a),x(b),a,b) = 0,k = 1, · · · ,r (30)

Although easily included, this system does not re-
quire the use of Control or State Inequality Constraints.

6 ILLUSTRATIVE CASES STUDY
The Indexes of Performance were always chosen as com-
binations of arm tip displacements and velocities since
we are interested in minimizing tip vibrations. For
robotic problems, minimum time or minimum control en-
ergy are not as relevant as tip vibrations because in the
case the rotating arm is carrying a tool or other device,
getting the final position with the tool ready to use is the
most important figure. Manoeuver time may be incorpo-
rated to the Index of Performance (1 or 2 or 3 seconds,
or more) and the control efforts to move the sliders are
low. The structural problem under investigation corre-
sponds to a fast angular manouever of the arm, from 0 to
45o in 3s. A flexible arm will vibrate with large ampli-
tudes if the system is not controlled and induced vibra-
tions should be attenuated. Then, in our investigations,
the objective is to reduce arm tip displacement and ve-
locity to the smallest levels at the end of the angular ma-
noeuver to guarantee a quick start. To do this, the Index
of Performance is a combination of the weighted squares
of tip displacement and velocity in the fundamental mode
of vibration.

In the next figures the main dynamical arm param-
eters are addressed and two different IPs are simulated.
In each case, the computational scheme performed suc-
cessfully (assured numerical convergence) and 8 simula-
tion results, considering different slider initial positions,
are presented to facilitate comparisons, that is, one slider
starts motion from a fixed arbitrary point, while the other
has its initial position changed each time a new run is
initiated.

Table 1shows the main parameters of the flexible
arm.

Table 1: Physical parameters of the Optimal Control
Problem

Physical Parameters
Length of the arm L = 0,7m
Arm Thickness h = 0,001 m
Arm Width b=0.0254
Arm Mass 0,0482 kg
Arm Linear mass density ρ0 = m/L
Arm Moment of inertia Jv = ρ0 ∗ L3

3
Hub Moment of inertia Jc = 1.3510−4

Aluminum Density ρB = 27 ·10kg/m3 (Al)
Aluminum Young Modulus E = 7.1 ·1010 PA
Slider 1 mass M1 = 0.05∗m
Slider 2 mass M2 = 0.05∗m

In the first case, the sliding masses are arranged
as follows: sliding mass 1 is initially put in position
l1 = 0.3556 , and sliding body 2 has initial positions
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l2 = 0.1,0.2,0.3,0.4,0.5,0.6,0.7 for the 8 simulations.
The performance index is IP =

∫ 3
0 (4x2

1 +x2
2)dt All com-

puter simulations were run using the RIOTS (Recursive
Integration Optimal Trajectory Solver) 95 package by
(Schwartz, 1966). This software solves the OCP al-
lowing the use of 1-st, 2-nd, 3-rd and 4-th order fixed
step-size Runge-Kutta integrator and 1-st to 4-th order
splines. The optimization problem is solved with a class
of conjugate-gradient techniques or with an SQP (Se-
quential Quadratic Programming) solver. User-defined
cost and constraint functions, as well as their symbolic
derivatives, are written in C code and dynamically linked
to RIOTS. For the second case study, a small modifica-
tion in the IP is made IP=

∫ 3
0 (2x2

1 +x2
2)dt Through a rel-

atively heavier weight on the variable x2, one intends to
diminish the tip velocity during the flexible arm rotation.

The variables x1 represent the vibration of the flex-
ible arm and x2 its derivative. Thus the criterion estab-
lished intended to minimize the vibration during rotation.
The performance criteria are presented with the inten-
tion of showing the difficulties in the numerical solution.
Comparing the position of the sliding masses, figures 4
and 9, and the external action (forces and torque) applied,
figures 6 and 11, to the flexible arm makes it clear the
influence of the parameters in performance criterion to
obtain the solution.

Figure 2: Flexible Arm Motion

Figures 2 and 7 show smooth movements of the
rotating structure, as can be observed from the angular
displacements, despite high angular velocities, since the
structures start from null velocities, accelerate and ceases
motion in just 3 seconds. Arm vibrations are quite small
and movements are almost rigid ones.

In Figures 3 and 8, the tip vibrations on the end of
the flexible arm are shown. Amplitudes are quite small
when one considers the large flexibility of the structure.

Figure 3: Vibration of the end of the flexible arm

In the cases shown, the smoothness of the curve is deter-
mined by the IP system.

Figure 4: Trajectories of the sliders

Figures 4 and 9 exhibits the trajectories of the two
sliders during the manoeuver of the flexible arm. One
may observe in these simulations, a movement through-
out the flexible arm on the first half of the time interval
for the sliding mass m2. For the mass m1 , movements are
virtually the same in all the simulations, noting that this
slider moves toward the inner end of the flexible arm on
the first half of the time and returns to its original position
in the second half.

In Figures 5 and 10, the velocities of the two sliders
are presented. Note that in both cases at the end of move-
ment (T = 3s) their speeds are null, a condition that was
deliberately imposed in the simulation scheme.

In Figures 6 and 11, the external forces acting on the
flexible arm, due to the mass M1 and M2 and the external
torque on the hub are shown. Forces to move the sliders
are small and the torque is as required to perform the rigid
motion.
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Figure 5: Velocity of the sliders

Figure 6: External Forces

Figure 9: Trajectories of the sliders

Figure 7: Flexible Arm Motion

Figure 8: Vibration of the end of the flexible arm

Figure 10: Velocity of the sliders
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Figure 11: External Forces

7 FINAL COMMENTS
In this paper, we have presented a new way to reduce the
vibrations induced on a flexible structure rotating around
some axis. Vibration reduction is achieved through the
translational motion of mass sliders. The full model of
a narrow beam carrying n sliders is deduced and, in the
sequence, the equations of motion are simplified by sub-
struturing the system to make it feasible for control de-
sign. The non linear nature of the complex problem de-
mands for Optimal Control approaches to find the tra-
jectories the sliders shall perform in order to achieve the
best vibration figures. Two slightly different cases con-
sidering two sliders have been proposed and simulated
to demonstrate the feasibility of the proposed scheme.
When comparing the two examples, a small change in
the index of performance (other figures have been kept
the same) leads to significant change in only one aspect,
relative to the region where one of the sliding masses
moves, the outer or the inner edge of the flexible arm,
leading to the conclusion that the system behaves accord-
ingly, despite the complexity of the motion of each part
of the system. The authors intend to implement these and
other already published results in an experimental device,
already designed but not yet assembled, to confirm the
performance of the proposed approaches in a near future.
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ABSTRACT 
In this paper, the problem of partial asymptotic 
stabilization of the nonlinear autonomous under 
actuated airship (AUA) by various feedback laws is 
investigated. It has been shown that the AUA’s is not 

stabilizable via continuous pure-state feedback. This is 
due to (Brockett 1983), necessary condition. In order to 
cope with this difficulty, we propose in asymptotically 
eleven components in finite-time or exponentially, 
while the remaining one converges.    

 
Keywords: Airship, attitude control, discontinuous 
controllers, finite-time partial stabilizability. 

 
1. INTRODUCTION 

Control problems of aerospace engineering have 
recently drawn considerable attention in the control 
community. The rigid spacecraft, the rigid aircraft and 
the airship are examples of such systems. These systems 
are presented in cascade structure and have fewer 
actuators than the system degree of freedom. 
For this reason, the tools from linear control theory are 
not sufficient, and stabilization techniques need to be 
reconsidered. Indeed, it has been proved by (Sontag and 
Sussmann 1980), that all nonlinear controlled systems 
in dimension one cannot be stabilized by continuous 
feedback laws. As a solution for this problem, the 
authors proposed piecewise continuous feedback laws. 
This obstruction to stabilizability in dimension one is 
generalized for nonlinear control systems by a number 
of authors. The first one was given by (Brockett 1983), 
for all controllable systems and (Ryan 1994), only for 
continuous control systems and (Coron and Rosier 
1994), for the stabilizability of systems with drift. 
(Ryan 1994), proved that Brockett’s condition is still 
necessary for stabilizability by discontinuous feedback 
laws in Ryan’s sense. Also, (Coron and Rosier 1994), 
proved that Brockett’s condition is still necessary for 
the stabilizability of systems with drift by means of 
discontinuous feedback laws and the solutions are 
defined in Filippov’s sense. A strong homology 
necessary condition for stabilizability by dynamic 
feedback laws was given by (Coron 1990). 

An article traced by (Samson 1991), has proved 
that continuous time-varying feedback laws can be 
interesting to stabilize many systems which cannot be 
stabilized by continuous pure-state feedbacks. This has 
been demonstrated by Coron’s results in the famous 
paper (Coron 1995), which established that most STLC 
-small-time locally controllable- systems can be 
stabilized in finite time by continuous time-varying 
feedback. The obtained result leads to rich research in 
this area, namely: 

 
 Time-varying periodic controllers: (Beji, 

Abichou, and Bestaoui 2004; Coron 1992;  
Coron 1995; Coron 2007; Coron and  
d’Andréa Novel 1992; Coron and  Keraï 1996; 
M’Closkey and Murray 1997; Morin 2004; 

Morin and Samson 1997; Morin, Samson, 
Pomet, Ping, and Jiang 1995; Pettersen and  
Egeland 1996; Pettersen and Egeland 1999 ; 
Pettersen and Nijmeijer 2001; Samson 1991; 
Samson 1995), and the references therein,  

 discontinuous controllers: (Astolfi 1996a; 
Astolfi 1996b; Coron and Rosier 1994; Sontag 
and Sussmann 1980; Sussmann 1979), 

 the partial asymptotic or finite-time 
stabilization by continuous or discontinuous 
feedback laws: (Jammazi 2008a; Jammazi 
2008b; Jammazi 2010; Jammazi 2011) 

In this paper, we will focus our attention on the third 
approach. It consists of the concept of the Partial 
Asymptotic Stabilization (PAS). This concept means 
the asymptotic stabilization with respect to the 
maximum components of the system; while the 
remaining components are convergent and not 
necessarily toward an equilibrium point. 

In (Jammazi 2008b), we have developed the 
backstepping techniques for the partial asymptotic 
stabilizability. This result was used to solve the partial 
asymptotic stabilization of many controllable cascaded 
systems that do not satisfy Brockett’s necessary 
condition. Differentiable stabilizing feedback laws for 
the rigid spacecraft and for the ship are derived. For 
both systems, these stabilizing feedbacks make five 
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components asymptotically stable and one component 
converges; in particular we have improved the (Zuyev 
2001), feedbacks for the rigid spacecraft which states 
that the angular velocity of the third axes is only 
bounded, and for the ship system we have improved 
(Wichlund, Sørdalen, and Egeland 1995), feedbacks 
which states that the yaw angle is only bounded. 
Moreover, in (Jammazi 2010), we have provided a 
rigorous formulation of the theory of asymptotic partial 
stability, respectively, the finite-time partial stability of 
continuous autonomous systems. Sufficient conditions 
are derived with applications in control design. For 
example, we have proved in (Jammazi 2010) that the 
partial stabilization of the ship can be achieved in finite-
time by continuous or discontinuous bounded state 
feedback laws. 

In (Jammazi 2011), we have studied the finite-time 
partial stability of a prototype system of nonholonomic 
control systems which is the benchmark knife edge or 
the unicycle robot system called also the Brockett’s 

integrator. We have proposed various feedback 
controllers that achieve the partial asymptotic 
stabilizability, or the finite-time partial stability of the 
mobile robot. These feedbacks are Hölderian for the 
rational partial stability, continuous and homogeneous 
of negative degree or discontinuous and quasi-
homogeneous of negative degree for the finite-time 
partial stability. 

The airship is the subject of numerous papers and 
thesis; (Hygounenc 2001), (Hygounenc 2003), (Zhang 
and Ostrowski 1999), (Beji and Abichou 2005; Beji, 
Abichou, and Bestaoui 2004), (Bestaoui 2006) and 
(Samaali, Abichou, and Beji 2007), and references 
therein. 
As cited in (Samaali, Abichou, and Beji 2004), the 
problem of adding physical parameters of the blimp into 
the image plane for the performance of vision-guided 
control is discussed in (Zhang and Ostrowski 1999). 
In (Beji and Abichou 2005), the problem of tracking 
control for ascent and descent flight with only three 
controllers is addressed. The authors supposed that roll 
is totally unactuated. 
In (Bestaoui 2006), the problem of generation of 
characterization nominal trajectories (flight path) to be 
followed by an autonomous airship is addressed. In 
(Samaali, Abichou, and Beji 2007), the authors have 
studied the stabilization with respect to longitudinal and 
horizontal planes. By using iterative backstepping 
techniques combined with Lyapunov theory, 
homogeneity and averaging theorems, the authors have 
shown that the stabilization is possible via continuous 
time-varying feedback laws. 

In this paper, our objective is to solve the 
stabilizing control problem of attitude and position for 
underactuated airship using only three available 
controls: the main and tail thrusters and the tilt angle of 
the propellers. The roll is totally unactuated. The same 
input controls both pitch and surge, while yaw and sway 
are related.  

It was shown in (Beji, Abichou, and Bestaoui 2004), 
that the stabilization problem of autonomous airship by 
regular state feedback laws in the usual sense is not 
possible. As a solution of this problem, the authors have 
proposed time-varying feedback laws. The proposed 
method uses the averaging method and homogeneous 
exponential stability developed in (Morin and Samson 
1997). 
Note that all papers (Beji and Abichou 2005; Beji, 
Abichou, and Bestaoui 2004; Bennaceur 2009; Bestaoui 
2006; Samaali, Abichou, and Beji 2007) cited here have 
treated the LSC’AS200 airship (Figure 1). 

 In fact, introducing the time in these feedback 
laws produces “undesirable” oscillations of the system 
around his equilibrium point, ( Beji, Abichou, and 
Bestaoui 2004; Coron 1992 ; M’Closkey and Murray 
1997; Morin and Samson 1997; Morin, Samson, Pomet, 
and Ping Jiang 1995; Pettersen and Egeland 1996; 
Samson 1991; Samson 1980), for more general systems. 
To get around the problem of impossibility to stabilize 
the autonomous airship by pure and regular feedback 
laws, and to overcome the drawback of the time 
dependence of these feedback laws, the stabilization of 
the airship should be solved via static feedbacks in 
partial asymptotic stabilizability sense. 
The obtained results show that we can ensure the 
asymptotic stabilizability of eleven states of variables, 
and convergence of the remaining one. In the first 
approach, by using the backstepping techniques and 
partial asymptotic stabilizability developed in (Jammazi 
2008a), we have shown that the LSC’AS-200 blimp can 
be stabilized partially exponentially by linear feedbacks. 
In the second approach, we have proved that the blimp 
can be stabilized partially in finite-time by means of 
continuous state feedback laws. However, the airship is 
an example of system with drift in which the (Coron 
and Rosier 1994), condition fails to be stabilized by 
discontinuous feedback laws. For this reason, to get 
around this obstruction, we have developed 
discontinuous state feedback laws that make the blimp 
stable in finite-time with respect to six components 
(which are the position           of the blimp in the 
inertial frame, and the linear velocities          in 
surge, sway and heave decomposed in the body-fixed 
frame), this leads by linearization to exponential 
stability of five components (which are           
angular velocities in roll, pitch and yaw decomposed in 
the body-fixed frame, and (     ) the orientation of 
principal axis         ) and therefore the convergence 
of the orientation angle    with respect to axis   . The 
stabilization by discontinuous feedback law appears 
significant, despite the presence of chattering 
phenomenon (Orlov 2009). 

This paper is structured in this way: The section 2 
contains some mathematical preliminaries. The 
stabilization strategies of the model of airship by 
various state feedback laws are the subject of Section 3. 
The theoretical results are confirmed by simulations in 
Section 4 and the conclusion is given in Section 5. 
Throughout the paper,      denotes the Euclidean norm 
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in   , ║.║denotes the Euclidean norm in      defined 
by,                 for                    

     is  the symbol of transposition and sgn is the 
function “sign” and     means A is diffeomorph to 
B. 
 
2. PRELIMENAIRES 

The double integrator is a key system that can 
appears in all underactuated dynamical systems. For this 
reason, the stabilization of such system is an interesting 
area of many works (Bhat and Bernstein 1998; Hong, 
Yang, Cheng, and Spurgeon 2004; Huang, Lin, and 
Yang 2005; Orlov 2005; Orlov 2009). In this section, 
we begin with review some results concerning the 
stabilization in finite-time of the double integrator 

 
          
            

          

                                                            
The system (1) can be stabilized by two classes of 
feedbacks: continuous and discontinuous state static 
feedback laws which are presented in the following 
lemmas. 
Lemma 1: (Bhat and Bernstein 1997) The system (1) is 

finite-time stabilizable under the continuous feedback 

                             
 

   ,          
 

Lemma 2: (Orlov 2009) the system (1) is finite-time 

stabilizable under the discontinuous feedback 

                                  
 

3. PARTIAL ATTITUDE CONTROL OF 
AUTONOMOUSUNDERACTUATED 
AIRSHIP SYSTEM 
This section is devoted to studying the complete 

system of underactuated airship which is the AS-200 by 
Airspeed Airships, see (Beji and Abichou 2005; 
Bestaoui 2006), for more details. It was shown in (Beji, 
Abichou, and Bestaoui 2004) that no continuous time-
invarying feedback law which makes the origin of the 
airship asymptotically stable exists, because the latter 
system does not satisfy Brockett’s condition (Brockett 
1983). In order to overcome the Brockett’s obstruction, 
the stabilization of the airship is treated in partial 
asymptotic stabilization sense. 

 
Equation of motion: The autonomous 

underactuated airship is a complex nonlinear system 
described by 
twelve variables of state and three controls. The model 
was found in (Beji and Abichou 2005; Beji, Abichou, 
and Bestaoui 2004): 
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The constants     and      are the coefficients of the 
inertia matrix M supposed to be symmetric and positive 
definite. 
The constants                       are the 
aerodynamic coefficients. The vector   
               denotes the linear velocities in surge, 
sway and heave, and the angular velocities in roll, pitch 
and yaw, decomposed in the body-fixed frame. 
Define the vector           where             is 
the position of the airship in the inertial frame. The 
vector                   is defined as follows: the 
vector                 defined the unit quaternion (i.e. 
  
    

    
    

    ), the component    is supposed 
non negative and given by       

     
    

    
    The vector                

denotes the control forces decomposed in the body-
fixed frame. 
As in (Beji and Abichou 2005), the lighter than air 
platform used in this paper is the AS-200 by Airspeed 
Airships (Figure 1), for more description of this type of 
blimp the reader is referred to (Bestaoui 2006). The 
blimp’s parameters are as follows in the International 

System Units: 
 

 blimp’s total mass:       , the nacelle 
mass    =1.58, 

 added masses                    

                           
 inertial parameters around the principal axes of 

inertia:                        

       and         
 inertial terms                     

                          =27.63, 
                   

   term:   =                       
 positions of input forces     and   :     

   and      =-3, 
 aerodynamic coefficients:             

       =-10 
 buoyancy and gravity magnitudes:    89 

 and        and          
 

 
Figure 1: The AS-200 Airship (Bestaoui 2006). 
 
 

     Consider the function               
  defined by 

                       
    

    
                    

where        is the open ball of   . A Taylor’s 

expansion on the neighborhood   of     of   gives 
                                                           

where   is a smooth function on the open ball        
satisfying       . 
Since         and  

                   
    

    
                 

then             
and we get                                                        
Thus, the system (2) can be transformed as follows: 

                 
where       is the state and      the control. The 
function        contains the linear terms of the system 
(2) where   contains the nonlinear part of the rest of the 
system. 
We begin by studying the system           
 which is given by 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
       

 

   

                     

    
 

   

                     

     
 

   

                  

    
 

 
                                    

             

   
 

   
              

      

   
 

 
                                 

        

      
      
      

    
 

 
  

    
 

 
  

    
 

 
  

 
                                                                                                         

  

 
3.1. Obstruction to stabilizability 

We show that (6) cannot satisfy the Brockett’s 

necessary condition for stabilizability. 
Proposition 1: There is no continuous state feedback 

that can stabilize asymptotically the system (6). 
Proof: Let    be the feedback transformation defined 
by 

 
               

this means that the term         is crushed by a 
component of control   , and the airship is at position 
  above the ground. With the new input    , the system 
(6) 
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becomes            

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

   
                    

 

   
                   

 
 

   
           

   

 
                                  

     
    

 
 

   
              

    

 

 
                               

  
       
 
 
 
 

 
 

 

 
 

 

 
  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 
All points    in the form                            
where     are not in the image of  . Indeed, if it was 
the case, the equation           admits a solution. 
So, by combining the equation 2 and the equation 4 we 
get              and               

       
then 2             

             which implies 
          then                 

        . 
We obtain a contradiction.                                                               
3.2. First strategy: Partial exponential stabilizability 

To get an adequate form of the system (6), we 
adopt the following transformation 
      

 

   
                      

    
 

   

                     

    
 

   

                  

Then (6) is equivalent to 
 
 

 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 

       
        
        

   
 

 
                                  

       

          
                 

   
 

   
             

            

               
              

   
 

 
                               

       

           
                 
      
      
      

    
 

 
  

    
 

 
  

    
 

 
  

                                                                                              

  

 
 In the sequel, we will be interested in system (7) with 
respect to                            

   In order to 
apply the backstepping techniques in partial asymptotic 
stabilizability developed in (Jammazi 2008b), we start 
by studying the reduced system which is given by  

 

 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
     

 

 
                          

    
                             

    
 

   
              

              

             

   
 

 
                                

          

                                   
       
            
       

    
 

 
  

          
 

 
  

                                                                                         

  

Stabilization of the system (2) 
Proposition 2: Let             three nonnegative 

reel numbers. Then, with the action of the following 

feedbacks 
             ,                
             ,                                                                                                                                                                                     
where   is large enough, the system (2) is eleven locally 

partially exponentially stable. More precisely, the 

partial state                            
      is 

locally exponentially stable and    converges. 

Proof: The proof of the proposition comes from 
((Jammazi 2010), Corollary 7) which states that if the 
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linearized system is p-partially exponentially stable then 
the initial system is p-locally exponentially partially 
stable. In closed loop, the linearization of (2) with 
respect to   around the equilibrium point is given by the 
system 

 

 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 

              
              
                

    
 

 
                         

  
              

  
                         

    
 

   
             

           

    
                     

   
 

 
                             

    
            

   
                         

      
      
      

    
 

 
  

    
 

 
  

                                                                        

                                             

 
Clearly the system (10) is exponentially stable with 
respect to                 The linear system (10) 
with respect to                     admits the 
following set of eigenvalues which are with negative 
real parts 

                               
                              and    
         
 Straightforward computations show that (10) is 
exponentially stable with respect to. Clearly nonlinear 
part of (2) with respect to   vanish when the 
"uncontrolled part"    is zero. Then, by using, 
((Jammazi 2010), Corollary 7), the system (2) is locally 
exponentially stable with respect to  . 
Consequently, there exists     and     such that 

                                                        
In particular, we get 
 
                                                                      
                                                                      (12) 
Since    =

 

 
                 

    
    

    and  

     
    

    
   , then we get  

                      
 

 
                      

From (13) we easily deduce that    (t) is Lebesgue 
integrable and therefore    converges. This completes 
the proof.                                                           □ 
3.3. Second alternative: Finite-time partial 

stabilizability 
In this section, we give other strategies to stabilize 

the airship. This alternative is based on the theory of 

partial stabilization and on continuous feedback laws 
given in Lemma 1 (respectively, discontinuous 
feedback laws given in Lemma (2). We begin with the 
continuous finite time stabilizing feedback laws. 
Proposition 3: Let be        , then under the 
following feedback laws 

                           
 

     
 

                           
 

     
 

                                        
 

    , 
                                                                             (14) 
the underactuated system (2) is finite-time stable with 

respect to               and locally exponentially 

stable with respect to              
  which implies that 

   converges. 

Proof: We consider the system (2) and taking the 
feedback transformation 
 
           

 

   
(                   

                      
    

     
     

                                 ), 
 

 

           
 

   
(                     

    
    

   

                                      ), 

 

 

           
 

   
(                  

     
     

                              ),                          (15)                        
                                                
                                                                        
then the dynamic of the states     and   become 
  =   ,   =   , and         Then by taking the time 
derivative respectively of       and    we get 
                             
                

    
                        

                                                                                                                 
                 

    
       + {nonlinear terms}.  (16) 

 
Let    be the smooth function defined by          
    

    
    Since            then there exists a 

neighborhood    of zero such that          for 
all      . In this case, the system (16) is locally 
feedback equivalent to 
 
       =    where           

    
       + {nonlinear 

terms}.                                                                 (17) 
Since the functions              

    
   and 

              
    

   satisfies 
                 by the same above argument, 
the dynamic of   and   are locally equivalent to 

 
             

    
        + {nonlinear terms}. 
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        + {nonlinear terms}.  
                                                                                            (18) 
Here, these nonlinear terms vanish in the equilibrium 
point. To summarize, the dynamic equation of         
is now in the following double integrator form: 

 
       
      
       

                                                                             (19) 
Then, according to Lemma 1, by choosing feedbacks 
given in (14), we get easily     and   are stable in finite 
time and       and    are too, which give also     and    
are stable in finite-time. Then there exists a settling time 
  such that        

                                 
In this case, the system (2) becomes 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
     

 

 
                     

      
    

                              

           
    

    
                  

                        
       

    
 

   
            

                      

           
    

    
              

   
            

    
 

 
                     

      
  

                               

           
    

    
  

          
                      

     
 

 
       

    
    

           

    
 

 
           

    
    

          

    
 

 
                 

    
    

    

                                                                                   

  

The system (20) can be expressed as: 

 
              

                    
                                              (21) 

where                
     and   represent higher 

order nonlinear terms and vanish when    . 
The linearized system of (20) with respect to   is given 
as follows: 

 

 
 
 
 
 
 
 

 
 
 
 
 
 

   

    
 

 
                             

             

                                                                       

     
 

   
              

                              

   
 

 
                            

                  

                                                                             

    
 

 
                                                                                      

    
 

 
                                                                                 

             

By using MATLAB Toolbox, the linear system 
(22) around the partial equilibrium point 
             

               admits the following 
eigenvalues                          
                                   Clearly the 
linearized system is asymptotically stable, and therefore 
by using partial exponential stability and linearization 
theorem (Jammazi 2010), the initial system (21) is 
locally exponentially stable with respect to  .  

Since the function   satisfies the property 
           then the state    converges. 
Moreover, we have       

    
    

     then the state  
      and    are Lyapunov stable. Therefore, the system 
(20) is locally exponentially stable with respect to the 
partial state                 stable with respect to 
                  and the "uncontrolled" state 
   converges. This achieves the proof.                    □ 

   The airship is an example of system with drift in 
which the Coron and Rosier’s condition fails to be 

stabilized by discontinuous feedback laws (Coron and 
Rosier 1994). In order to overcome this obstruction, the 
next proposition introduces the finite-time partial 
stabilizability by discontinuous feedback laws. By the 
same argument as in the proof of Proposition 3 we show 
the following proposition. 
Proposition 4: Let be        , then under the 
following feedback laws 

 

     

                                                                   

                                                              

                                                                      
                                                                                 

   

 

where        , the underactuated system (2) is 

finite time stable with respect to                and 

locally exponentially stable with respect to 

             
  and therefore    converges. 

Now, we are ready to give the open question. 
Open Question: Is the feedbacks proposed in the 

section 4 are robust with respect to measurement noise 
on the state variables and with respect to unmodeled 
dynamics ? 
4. SIMULATION RESULTS 

The performances of our feedback laws are tested 
by numerical simulations on the nonlinear model of 
airship. The advantage our method resides in obtaining 
a static stabilization. Moreover, the state variable, which 
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is not “controllable” converges, which makes it possible 

to avoid the oscillation of the system in the 
neighborhood of the equilibrium point. For space 
reason, the simulations of the exponential stabilizability 
are omitted. Only the simulations of the finite-time 
partial stabilizability by continuous feedbacks are 
considered. 
4.1. Second approach: Finite-time partial 

stabilizability by continuous feedback laws. 
In this strategy we have used the initial condition: 

                              
    

    
   

                                                        
and the feedbacks 

                 
 
                

 
  

                 
 
                

 
  

                          
 

                
 

 . 
 
This simulation shows the finite time stability of 
                The asymptotic stability of 
               and convergence of              

 

 
Figure 2: Velocities u and v and w 

 
 
 
 

 
Figure 3: Velocities p and q and r. 

 

 
Figure 4: Positions x and y and z. 

 
 

 
Figure 5: Positions e1, e2 and convergence of e3. 

 
 
5. CONCLUSION 

The model of airship cannot be stabilized by 
continuous pure state feedback laws, this due to 
Brockett necessary condition. To overcome this 
problem, various controllers are proposed to study the 
position and the partial attitude of the airship; 
summarizing, these feedbacks makes eleven states of 
variables asymptotically stable once only one variable 
remains convergent. In the airship model, the 
"uncontrolled part “  ” is the yaw angle which leads the 
system to revolve around the axis    attached to the 
frame airship. We have shown with the action of our 
feedback that the airship is asymptotically stable 
without taking into consideration its orientation with 
respect to axis   , since the latter angle converges. 
Clearly this stabilization seems sufficient. 
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ABSTRACT 
 It is seen that methodology for diagnosis of uncertain 
systems using the Bond Graph (BG) model in Linear 
Fractional Transformation (LFT) form is an effective 
way to detect the fault by systematic generation of 
robust adaptive thresholds. There are limitations 
associated, many of which are imposed due to the 
manner uncertain parameters can be treated. In this 
work, a new method of generating robust and adaptive 
thresholds is developed, where uncertain parameters can 
be treated as intervals that vary between  certain upper 
and lower bounds. The developed method proposes to 
generate the envelopes, using the interval extension 
form of Analytic Redundancy Relations (ARRs) in 
continuous time domain. The interval extensions of 
ARR functions are obtained by replacing the uncertain 
parameters with their interval equivalent. A very 
optimum range of such a function can be obtained by 
taking into account parameter variation in the interval. 
Superior and inferior values of the range determine the 
thresholds that form the envelope. The methodology 
developed is then implemented over an uncertain model 
of DC Motor wherein cases of parameter deviation with 
time, multiple uncertain parameters are considered. 

 
Keywords: Uncertain parameters, Bond-Graph, BG-
LFT, Interval, Fault diagnosis. 
 
1. INTRODUCTION 
Dynamic systems can be represented by continuous 
state space models as in (1), 

),,,(

),,,(

n

n

duxgy

duxfx

θ
θ

=

=&  (1) 

where nx ℜ∈ , mu ℜ∈ , Id ℜ∈ , ry ℜ∈ , pℜ∈θ , 
denote respectively the state vector, the control input 
vector, the disturbance vector , the output vector and the 
vector regrouping the model parameters. 

The system parameters may vary around their 
nominal value in certain range. For example, a resistor 
element R, of nominal value 10Ω, may have 
manufacturing tolerance as 10Ω±1Ω. A mechanical 
friction coefficient will increase from its nominal value 

(which may be zero or otherwise), to a value 
permissible for normal functioning of the system 
because of thermal effects and ageing of the materials. 

To represent uncertainty in a parameter, different 
forms can be used. Additive uncertainty as represented 
in (2) is equivalent to (3) in an interval form. As 
generalization, a non symmetrical interval of this form 
is represented as in (4). Multiplicative uncertainty can 
be represented as shown in (5). 

  
[ ]21, θθθθθ Δ+Δ−= nn  

with  
01 ≥Δθ , 02 ≥Δθ 21 θθ Δ≠Δ  

 (4) 

 

)1( δθθθ ±= n , nθ
θδθ Δ±=       

(5) 
Robust diagnosis of uncertain systems has been an 

interesting, widely studied area of recent research works 
(Patton et al. 1989, Djeziri et al, 2007). Efficient and 
optimal methods for robust fault detection and isolation 
are required. Dauphin-Tanguy et al (1999), Djeziri et al 
(2006, 2007) highlight the method of using Bond Graph  
in Linear Fractional Transformation (LFT) approach as 
a powerful tool for this purpose. When using Analytical 
Redundancy Relationships (ARRs) for Fault Detection 
and Isolation (FDI), uncertainties in parameters 
generate envelopes around the nominal trajectories 
defining a domain corresponding to thresholds inside 
which the behaviour of the system can be considered as 
“normal” or “non-faulty”. To avoid false alarms, the 
thresholds must be formed accurately and optimally. 

The determination of ARRs on a bond graph model 
in preferred derivative causality is done by elimination 
of unknown variables contained in the structural 
constraints of junctions 0 and 1. The equations of power 
balance on the junctions constitute the ARRs candidate 
(Ould Bouamama et al. 2005). The bond graph model in 

θθθ Δ±= n , 0>Δθ    (2) 
  

[ ]θθθθθ Δ+Δ−= nn ,       (3) 

Proceedings of the Int. Conf. on Integrated Modeling and Analysis in Applied Control and Automation, 2012
ISBN 978-88-97999-12-6; Bruzzone, Dauphin-Tanguy, Junco and Merkuryev Eds. 239



LFT form, obtained from multiplicative form of the 
uncertainties, allows the generation of the ARRs rj, with  
j=1,2…nr. The residual rj, is composed of two 
completely separated parts:  

• a nominal part 
nj

r , of  the residual rj ,with  
j=1,2…nr, as shown in (6). Here nr is the 
number of residuals. 

 where TFn and GYn are respectively the 
nominal values of TF and GY moduli. Rn; Cn; 
In and RSn are the nominal values of elements 
R; C; I and RS, De and Df being the measured 
variables and Dem and Dfm are the dualised 
signal sources. The method is well developed  
in Djeziri et al. (2006)). 

• an uncertain part bj, serves for the calculation 
of adaptive thresholds and sensitivity analysis, 
as  shown in (7) and (8). 

∑= ij wb  (7) 

⎭
⎬
⎫

⎩
⎨
⎧

Θ=
RSGYTFCIRnn

nnnnmm
ii RSGY

TFICRDfDeDfDeSfSe
w

δδδδδδ ,,,,,,,
,,,,,,,,,,  

where, δR ,δI, δC, δRS, δTF, δGY  are values of 
multiplicative uncertainties as shown in (6). 

The threshold being defined on residual rj
equation (9), it generates an envelope around 
nominal residual as in equation (10). 
 

(8) 

 ∑= || ij wa     (9) 

jjj ara <<−  
 

(10) 

Because of the definition of the thresholds itself as 
in Eq. (9), using the absolute values, the envelope 
determines a domain around the nominal trajectory with 
symmetrical upper and lower frontiers which is efficient 
when the uncertain parameters are defined as 

θθθθθ Δ+≤≤Δ− nn  (case of manufactured 
components with a defined tolerance). It may induce an 
overestimation of the envelope if the bounds are not 
symmetrical as 21 θθθθθ Δ+≤≤Δ− nn  with

21 θθ Δ≠Δ  , or when the uncertainty appears in one 
side only as in case of irreversible deviation with 

θθθθ Δ+≤≤ nn  (case of time deviation). 
It is seen, even though BG-LFT approach offers an 

effective method for fault detection by adaptive 
threshold generation that it is not successful in 
accounting all various types of uncertainty found 
commonly. As such, treatment of uncertain parameters 
as intervals offers much scope and better methods for 
FDI.  

In this work, the objective is to treat the uncertain 
parameters as intervals and use them to generate 
adaptive thresholds. The new method presented here 
generates adaptive thresholds and forms envelopes, 
using the interval extension form of the ARRs in 

continuous time domain which helps in fault detection 
and identification. Besides this section of Introduction, 
paper is divided into four other sections. Section 2 
introduces the method of treating the uncertain 
parameters, features of INTLAB as the software tool to 
carry out simulations is given, interval extensions of 
real functions are briefly discussed to introduce the 
interval extensions of ARRs which are subsequently 
used to generate the thresholds. Further, the 
methodology is proposed .In section 3, the methodology 
is implemented over a model of standard direct current 
(DC) motor example. Section 4 contains the simulations 
and results. Finally, conclusions are drawn in the final 
section 5. 

 
 

2. INTERVAL APPROACH FOR ROBUST 
DIAGNOSIS 

The interval analysis was initially developed to hold 
account on the inaccuracies of the numbers. These 
inaccuracies come from data resulting from a chain of 
instrumentation or from computing tool. Interval 
analysis in the past one decade has been exploited to a 
great extent in many disciplines of engineering. Because 
of interval arithmetic’s power to bound ranges of 
functions, interval arithmetic has been most successful 
in solution of nonlinear systems and global optimization 
(Hansen E.R, 1992). Much information can be found in 
the literature available, concerned with many disciplines 
of science and maths where it is used to obtain rigorous 
proofs or results (Jaulin, Keiffer, Didrit and Walter, 
2001). 

Early work on treatment of uncertain parameters as 
intervals and subsequent usage for diagnosis is found in 
works of Adrot et al, (2000). The approach, called 
bounded approach, represented these uncertainties by a 
set of possible values for which only their bounds were 
known. Ragot et al., (1997) proposed an interval 
technique for the detection and the isolation of sensor 
faults in the case of a static linear model .The case is 
treated for dynamic systems by Armengol. et al, (2003). 
D. Maquin and J. Ragot (Ragot et al, 2003a) treated the 
problem of data validation in the case of certain systems 
with uncertain measurements through interval approach. 
A method of data validation is developed based on 
bounded approach, for dynamic uncertain linear 
systems, where all the state variables of the system are 
measured (Ragot et al, 2003b). Here the proposed 
method treats the case where the state variables of the 
system are partially measured. The state estimation 
method is described which uses interval approach. 
Finally, the method is used to detect, isolate and correct 
the data affected by faults. In the works of Fagarasan 
(2004), Rinner and Weiss (2004), interval calculation 
laws are used to generate the exact estimate of the 
output, bounds of the estimates are computed using 
traditional numerical integration techniques from the 
uncertain parameter interval vertices, assuming that 
monotonicity property holds. Thus, the envelopes 

⎭
⎬
⎫

⎩
⎨
⎧
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nn

nnnnmm
jj RSGY
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generated, are primarily by the estimation of state or 
parameter. 
 
2.1.  INTLAB – The Choice 
Many software tools are successful in implementation 
of interval arithmetic, prominent of them being, 
INTLAB (Rump, 1998), Sun’s Forte C++ compilers 
with interval support (Sun Microsystems, 2001), filib++ 
(Lerch et al, 2000) and C-XSC (Hofschuster, 2001).Our 
choice to implement the interval computations and carry 
out simulations is INTLAB.  

INTLAB (Rump, 1998; 1999) is a well-designed 
interval toolbox for the interactive programming 
environment MATLAB (The Math Works, 2001). It is 
integrated with MATLAB, providing immediate access 
to an extensive range of tools that lets us develop 
algorithms, analyze and visualize simulations. It allows 
the more traditional infimum-supremum as well as the 
midpoint-radius representations of intervals. That is to 
say, parameter variation with different value of 
deviations may be treated by declaring it as an interval 
by infimum-supremum .Variations with same deviations 
may be declared using ‘midrad’ notation. As example 
θ= [ θn- Δθ1, θn+ Δθ2  ] may be declared as infsup (θn- 
Δθ1, θn+ Δθ2  ). When θ= [ θn- Δθ, θn+ Δθ ], interval 
may be declared in midpoint-radius format as 
midrad(θn, Δθ). Here nominal value θn is the centre and 
deviation Δθ is the radius in positive and negative 
direction. 

Every computation using INTLAB is rigorously 
verified to be correct, including input and output. All 
the algorithms written in INTLAB, may be 
implemented in MATLAB. Since it is implemented in 
MATLAB, it can also be used by SIMULINK for 
simulations. Mathematical routines written in 
MATLAB code can be modified and run in INTLAB.  
INTLAB offers predefined problem solving routines for 
dense and sparse systems of linear and nonlinear 
equations and eigenvalue problems. A multi precision 
interval arithmetic, a slope arithmetic as well as routines 
automatic differentiation are also included (Hargreaves, 
2002). The main features of INTLAB can be explored 
through demo files included as .m files in the package. 
To work with  systems in real time, Real-Time 
Windows Target™(RTWT) provides a real-time engine 
for executing Simulink® models on a Microsoft® 
Windows® PC .Thus, using INTAB will facilitate easy 
interfacing of systems involving interval computations 
with Simulink and thus, in real time with RTWT. 
However as direct libraries for interval variables are not 
available in SIMULINK, its execution in RT-WT for 
real-time application may face some major difficulties.  

 
2.2. Interval Value Extensions of Real Functions 
Interval-valued functions are obtained by selecting a 
real-valued function f and computing the range of 
values f (x) takes as x varies through some interval X.  
By definition, the result is equal to the set image f (X). 
Now, interval valued extensions of functions are 
obtained by extending a given real-valued function f  

by applying its formula directly to interval arguments 
(Moore, 1966). 

Consider the real-valued function f given by (11). 
The entity is a formula, not a function. Now the formula 
(12) is taken that describes function (11) and applied  to  
the interval arguments. The resulting interval-valued 
function is the interval extension of the function as in 
(13).  

 
This way the domain is enlarged to include non-

degenerate intervals and the degenerate intervals  
x=[x, x]. F = F (X1 ,..., Xn ) is called inclusion 
isotonic (Jaulin et al,2001)  if equation (14) is satisfied 
when 
 Yi  ⊆ Xi  for i = 1,...,n   
 F (Y1 ,..., Yn ) ⊆ F (X1 ,..., Xn ).                          

 
(14) 

 
 If F is an inclusion isotonic interval extension of 

f, then according to the Fundamental Theorem of 
Interval Analysis (Moore, 1979), 

 
f (X1 ,..., Xn )  ⊆   F (X1 ,..., Xn ) (15) 
 

This theorem is never violated in cases of 
inclusion isotonic functions. Now, all rational interval 
functions are inclusion isotonic. Thus, an interval value 
of F contains the range of values of the corresponding 
real function f when the real arguments of f lie in the 
intervals.    

This forms a mean for the finite evaluation of 
upper and lower bounds on the ranges of values of real 
rational functions. 

 
2.3. Interval Extensions of the Analytic Redundancy 

Relations (ARRs)-The Approach 
The finite evaluation of upper and lower bounds on the 
ranges of values of real rational functions becomes very 
useful to find the range of interval extension of ARRs 
and thus, generate the thresholds. The analytic 
redundancy relations (ARRs) are essentially functions 
of measurement of state variables with physical 
parameters as coefficients. They are treated as rational 
functions, then their interval extension obeys the above 
relation as in Eq. (15). 

 Our approach is based on the above principle. The 
ARRs are obtained from bond-graph model in a 
preferred derivative causality. These ARRs are 
functions of known variables (sensor measurements, 
control inputs) with system uncertain parameters as 
coefficients. Consider an ARR as, 

),,( njj uyfr θ=  (16) 

  with j=1,2…..nr , where nr is the total number of ARRs.   

f (x) = 1 − x,  x ∈ R. 
f (x) = 1 – x      
F(X) = 1- X,    X=[X, X]                             

(11)
(12)
(13) 
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The interval extension of the ARRs is obtained by 
treating the ARR as a rational polynomial and putting 
intervals of the coefficient uncertain parameters as, 

])[,,( θuyFR jj =  (17) 

The upper bound and lower bound of jR are evaluated 
as the value of θ varies within the interval [θ] and from 
Eq.(15), give the envelope such that 

jr  ⊆ jR ,  whenever    θ ∈ [ θn- Δθ1, θn+ Δθ2 ] (18) 

These upper and lower bound values form the 
thresholds and hence, the envelope is generated. 

Remarks: 

• The envelope generated by jR guarantees to 

contain the residual jr  only when all the 
considered parameters are within their 
respective interval bounds.  

• If the residual jr goes out of the envelope then 
it surely means that either one or more of the 
uncertain parameter has gone beyond its 
considered interval range. 

• When one or more, but not all considered 
parameters go beyond their interval range,            
the residual may remain inside the envelope. 
So, the envelop guarantees to contain the 
residual only when all the parameters 
considered in ARR as intervals are within their 
bound. 

Thus, in case of multiple parameter uncertainties, set of 
combination of envelops should be considered on 
various ARRs to identify the fault occurred. 

3. APPLICATION ON DC MOTOR 
This section presents the application of the proposed 
approach on a DC Motor model with uncertain 
parameters. Firstly, the specification of DC motor is 
given after which, BG model of same in derivative 
causality is used to generate the ARRs. Intervals 
extensions of ARRs are considered to generate the 
robust envelop. Importantly, cases of parameter 
deviation, ageing, or a catastrophic fault are considered 
through simulations. 

 
3.1. Description of the DC Motor System 
The model parameters are as  resistance of stator, R = 
2.4 Ω; inductance of the  stator, L = 0.44 H; coefficient 
of  couple, ek = 0.14; moment of inertia of rotor, J = 
0.08 kg m2; coefficient of friction of motor shaft, f = 
0.01 NS/ m  ;the inputs being the voltage of the inductor 
U(t)=220 V, the load torque )(tτ =5 Nm;  and the 
observed outputs being current of inductor im(t) and  
angular velocity of the motor shaft )(tmω . 

 
Figure 1: DC motor system representation. 

The system can be modelled by bond graph in integral 
causality and can be represented in state space form as: 

۔ۖەۖ
൥ۓ iሶ

ωሶ ൩ ൌ ቎െ ோ௅ி೗௃        െ ி೗௅െ ௙௃ ቏ ቈ i
ω ቉ ൅ ቎ଵ௅ 00 െ ଵ௃቏ ቂܷ߬ቃ

ݕ ൌ ൥ ݅
m݉ω ൩ ൌ ቂ10       01ቃ ቈ i

ω ቉             (19) 

 

3.2. Derivation of Analytic Redundancy Relations  
The bond graph model of the system in derivative 
causality (BGD) is given in Fig.2. The electrical motor 
is characterized by the resistance R and inductance L. 
The mechanical part of the motor is characterized by 
friction f, inertia J and the load torque τ. The conversion 
of electrical energy into mechanical energy is 
represented by a transformer GY. 

 
Figure 2: Bond graph model of DC motor in derivative 
causality with dualized sensors. 

Here, the sensors have been dualized as 
corresponding sources of signal (SS). For simulation 
purpose, the measurements of sensors can be obtained 
from the BGI model, Eq.(19). But for unknown variable 
elimination to generate an ARR, the initial point is the 
source of signal. This covering of causal paths leads to 
well known oriented graphs. Any ARR candidate can be 
derived very easily from this model by considering the 
balance of powers on both junctions. The algorithm can 
be consulted in (Samantaray and Ould Bouamama, 
2008).They are obtained as equations (20) and (21). 
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0:1 =−−− men
m

nmn k
dt

di
LiRUr ω

        
(20)

 

0:2 =−−− τωω
dt

d
Jfikr m

nmnmen
        

(21) 

 

Note that here all the parameters considered are with 
nominal values. 

3.3. Interval Extensions of the ARRs 
Next, the interval extension of 1r  and 2r  are considered 
by replacing the nominal parameters by their interval 
counterparts.  

1
( ): [ ] [ ] [ ] 0m

m m
d iR U R i L ke

dt
ω− − − =  (22) 

2
( ): [ ] [ ] [ ] 0m

m m
dR i k f J

dt
ωω τ− − − =  

(23) 

Here, [θ] denotes [ θn- Δθ1, θn+ Δθ2  ] and 
deviations in either direction may be equal (a special 
case). Interval bounds are considered on all the 
parameters. This can be done selectively too, depending 
upon which parameter we want to consider for 
envelope. Thus, R1 as Eq. (22) and R2 as Eq. (23) are the 
interval extensions of 1r  and 2r . They are evaluated by 
INTLAB in offline mode.  

By definition, R1 and R2 are not rational 
polynomials as they have terms with differential 
operator such as 

dt
dim  in R1 and 

dt
d mω  in R2. However, if 

the values of such a term (say 
dt

d mω ) is obtained 

externally, then they can be directly substituted in the 
expression during evaluation by INTLAB. In our case, 
such expressions are evaluated “externally” in 
SIMULINK where the differential operation on mi in 
(22) and on mω in (23) is done in continuous time 
domain. The obtained values are then “sent” to 
INTLAB where the interval expressions (22) and (23) 
are evaluated as a rational expression.  

R1 and R2 can thus be treated as rational interval 
polynomials. This is essential, to have them inclusion –
isotonic which is a necessary condition to satisfy the 
fundamental theorem of interval analysis.  

4.  SIMULATIONS AND RESULTS 
Parameters are considered selectively, in different cases 
with each having interval bound as   θ = [ θn- Δθ1, θn+ 
Δθ2  ] or θ ∈ [ θn- (0.1*θn) , θn+ (0.1*θn) ], for normal 
(non-faulty functioning).In following cases, 
Δθ1=Δθ2=Δθ. But, in general such is not the case.  
Other cases when Δθ1≠Δθ2 can also be treated similarly 
and efficiently. It is not done here for sake of clarity. 

Note: In the following cases parameter deviation 
such as Δθe denotes the parameter deviation considered 

to form the envelopes (subscript ‘e’ denotes deviation to 
form envelopes) and is always considered as  

Δθe =0.1*θn . 

4.1.   Case 1: Only one parameter uncertain for   
envelope generation 

The envelope is generated by considering interval on 
frictional parameter, f only. Thus, the interval extension 
of residual r2 is obtained as R2 in (24). 

2
( ): ( ) [ ] 0m

m m n
dR i ke t f J

dt
ωω τ− − − =  

(24)
 

The parameter deviation for envelope generation Δfe, is 
taken as Δfe =0.1* nf  so that, 
[f ]= [f n- Δfe, fn + Δfe]. The envelope in Fig.3, Fig.4 and 
Fig.5 is deduced from the interval extension expression 
(24). Nominal parameters are considered.  

In Fig 3, residual 2r  corresponds to Δf =0, the 

ideal condition, residual is zero. In Fig 4, residual 2r
corresponds to Δf =0.08* nf  , parameter deviates but 

below interval bound of envelope (Δfe =0.1* nf ), 
residual is below upper threshold and bound by the 
envelope. In Fig 5, residual 2r  corresponds to Δf =0.15*

nf , the damage (faulty) condition, residual is well 
above the threshold, beyond the envelope. 

 
Figure 3: Residual 2r with Δf =0 

 

Figure 4: Residual 2r with Δf =0.08*fn 
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Figure 5: Residual 2r  with Δf =0.15*fn 

 

4.2.   Case 2: A Parameter (friction) variation with 
time 

In this case, the parameter is considered to vary with 
time. So, after a finite time, it goes outside the 
permissible limit. It is shown in Fig.6. Envelope is built 
by considering interval on frictional parameter, 
Δfe=0.1*fn. The residual corresponds to situation when 
the parameter is time varying, and goes out of interval 
limit after a certain time ie. f=Θ(t). It can be seen, if and 
when a parameter deviates outside its interval limit. 
This way, a slow ageing (a case of slow parameter 
variation with time) of a parameter can be identified. 

 
Figure 6: Parameter variation with time, Residual r2 in 
blue.                        

4.3.     Case 3: Abrupt-sudden change in a parameter 
We consider the friction here to show a sudden, non-
called for variation. A pulse is introduced as  variation 
in friction (something similar associated with dry 
friction behaviour). The pulse variation can easily be 
detected by the residual. If the pulse amplitude is 
greater than that of interval limit, then it causes the 
residual to go outside the envelope. It is depicted in 
Fig.7. Here, the pulse is introduced at time 0.5 sec 
approx. in the frictional parameter, f. It is well reflected 
in the residual, causing it to go outside the envelope 
depending on the amplitude. Thus, fault is detected at 

instant t=0.5 s. At t=0.82 s, the pulse amplitude is just 
equal to the threshold limit 

 
Figure7: Abrupt behaviour of a parameter 

4.4.   Case 4: Two parameters uncertain for envelope 
generation 

In such cases, envelopes are built considering all the 
parameters that are likely to deviate. Envelope is built 
by considering interval on both friction f and ke. This 
generates the envelopes as seen in Fig.8 and Fig.9. In 
both figures envelope is generated considering,  
Δkee =0.1 * ken, and Δfe =0.1 *fn.  

In Fig 8, residual 2r  corresponds to Δf =0, Δke =0 the 
ideal condition, residual is zero. In Fig.9, the residual 
corresponds to, Δke =0.08 * ken, and Δf =0.08 *fn (both 
below the interval limit.) The residual remains 
successfully inside the envelope. In Fig.10, the residual 

2r  is drawn for Δke =0.15 * ken, and Δf =0.15 *fn (both 
above the interval limit.) The residual goes outside the 
envelope. So, it is seen that when both parameter go 
outside their limit, then residual goes out of the 
envelope too. 

 
Figure 8: Residual 2r  with  Δf =0, Δke =0        

 
The envelope generated, guarantees to contain the 

residual, only when all the considered parameters are 
within their interval bounds. Its converse is however, 
not true. 

Conversely, (a) if one of them goes beyond its 
interval limit (say friction f. not ke ) , then the residual 
might go outside. and equivalently,(b) one of the 
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parameter may go beyond its interval limit(say ke, not 
friction), yet the residual may be inside the envelope. 

The former situation (a) is alright, as it however, results 
in fault detection as residual goes out. But, latter 
situation (b), can result in missed alarms.  

 

Figure 9: Residual 2r with Δke =0.08 * ken, Δf =0.08 *fn 

 

Figure 10: Residual 2r with Δke =0.15 * ken, 
 Δf =0.15 *fn 

In Fig.11, envelope is generated by considering, the two 
parameters friction f and ke (like in previous three 
figures.).One of the parameter, ke goes faulty, Δke 
=0.12 * ken and friction f   is nominal. Δf =0 *fn. The 
residual however, remains inside. This is due to the 
relative influence of the parameters and is linked to 
their order of magnitude. 

 
Figure11: Envelope considers both f and ke (Δkee =0.1 * 
ken, and Δfe =0.1 *fn). Residual 2r  corresponds to 

situation when, Δke =0.12 * ken ,  Δf =0 *fn. 
 

To diagnose such cases, set of envelopes are built as 
shown in Fig.12.Env 1- by considering only ‘suspected’ 
variable that will deviate ke and Env 2- by considering 
both ke and f. Then, as shown in Fig.12 the residual will 
not be included in Env 1- showing ke deviates and is 
included in Env -2, showing f doesn’t deviate. 

 
Figure 12: Env 1-considers only ke as Δkee =0.1 * ken,  
Env-2 considers both ke and f as Δkee =0.1 * ken, and 
Δfe =0.1 *fn. Residual 2r  has Δke =0.12 * ken ,  Δf =0 
*fn. 

 

5. CONCLUSIONS 
This method of fault diagnosis by generation of 
thresholds from the interval value extensions of 
analytical redundancy relations (ARRs) is robust and 
efficient. There are no limitations in terms of 
nonlinearities. The envelopes guarantee to contain the 
residual when all the parameters considered for the 
envelope, vary within their interval range. System with 
single or multiple uncertain parameters can be dealt 
effectively, by creating a series of envelopes. 
Parameters are treated as intervals for threshold 
generation, and thus a parameter with variations 
different in either side or with deviation that varies with 
time, can be treated easily, which is not possible with 
the BG-LFT approach. This renders a much more 
freedom in treating the uncertain parameters accurately. 
This results in efficiently optimized envelopes. 
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ABSTRACT 
This paper deals with the Bond Graph dynamic 
modeling of a multi section bionic manipulator applied 
to Bionic Handling Assistant robot (BHA). This bio-
inspire flexible manipulator is comprised of two 
bending sections, one rotating section and one 
compliant gripper. Each bending section is comprised of 
three bellows, which are actuated pneumatically. To 
simulate the bellows behavior, differential equation for 
a pipe conveying fluid has been obtained and finite 
element representation of the mathematical model is 
carried out. This finite element approach has been 
linked to the bond graph modeling approach. Similarly 
remaining of the bellows have been modeled and are 
linked to each other by putting suitable boundary 
conditions to obtain the dynamic model of the 
manipulator as a whole. Thus, this model can be used to 
design an adequate control for the whole BHA robot. 
This model will be validated through simulation and 
experimental tests. 

 
Keywords: Bionic Manipulator modeling, FE Bond 
Graph Model, Pneumatic actuator bond graph 

 
1. INTRODUCTION 
Bionic engineering started growing last decade, by 
finding the best correlation between biological and 
mechanical motions. According to the considered 
missions (Siciliano and Khatib 2009), with the 
biological inspired robots, the mechanism that is 
patterned after principles found in humans or nature is 
being reproduced. It also refers to artificial devices 
implanted into humans, replacing or extending normal 
human functions with certain accuracy. Two 
classifications of bionic robots have been done by 
Trivedi et.al (2008) with large spectrum of applications, 
one concerns the soft robots such as Pneumatic 
Artificial Muscle robots (PAM), and the other concerns 
the hard robots with soft capabilities such as Multi-
Section Backbones Tubes robots (MSBT). Bionic 
Handling Assistant (BHA) from Festo (2011) can also 
be classified in the latter category. It is 3-sections 
pneumatically actuated with 3 backbones tubes per 
section. The flexibility of this bellow is provided by the 
Polyamide material fabricated by Rapid Prototyping 

method and gives a great maneuverability of 11 Degrees 
of Freedom (DOF).      

To carry out dynamic modeling of such kind of 
manipulator, the various sections of manipulator arm 
need to be studied in detail. Numerous papers deal with 
various aspects of bellows, such as stresses due to 
internal pressure and axial deflection, dynamic analysis 
and static analysis and fatigue life estimations. 

Andersson (1964, 1965) derived correction factors 
relating the behavior of the bellows convolution to that 
of a simple strip beam. This approach had subsequently 
been the basis of standards and other publications 
presenting formulae for hand-calculation for bellows. 

The most comprehensive and widely accepted text 
on bellows design is however the Standards of the 
Expansion Joint Manufacturers Association (1998). The 
EJMA standards are found to comply better with 
experience, and are therefore recommended 
everywhere. Ting-Xin et al. (1990) and Osweiller 
(1989) did comparisons of the EJMA standards with 
finite element. The EJMA organization itself has also 
conducted research to verify the standards. 

This paper presents the dynamic model of a single 
section of multi-section bionic manipulator for the 
‘Bionic Handling Assistant’ robot of Festo called 

Robotino XT. This robot is omni directional mobile 
robot with bionic manipulator as shown in Figure 1. 
(Festo, 2011). 

 

 
Figure 1: Robotino XT Robot 

 
2. VARIOUS SECTIONS OF MANIPULATOR 

ARM 
Robotino XT shown in Figure 1 (Festo, 2011), is a 
combination of a mobile Omni directional robot called 
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Robotino and a small version of the ’Bionic Handling 

Assistant’ (BHA) mounted on it. This small bionic 

trunk has 8 degrees of freedom (DOF) and can be 
divided in several parts as shown in Fig. 2: two bending 
parts, a rotation part, and a compliant gripper. Each 
bending part is composed of three flexible backbones 
tubes, while the rotation part is actuated by two flexible 
backbone tubes in form of arc. The gripper works with 
the same principle of the rotation part in another plane. 
The backbones tubes are actuated with compressed air, 
where the position and the orientation are controlled by 
differentiating the pressures. 
 

 
Figure 2: Model of the Manipulator arm 

 
3. DYNAMIC MODELLING OF BELLOWS 
To carry out dynamic modeling of the manipulator arm, 
the different sections of the arm were taken into account 
and studied thoroughly. Now, the bending sections are 
made up of bellows. According to Borman et al. (2000), 
special geometry of the bellows makes it very flexible 
in overall bending but very stiff against radial 
deflections. This means that significant transverse 
deflections and rotations of cross-sections perpendicular 
to the bellows axis can take place, with oval ling 
remaining negligible. Thus, although being far from a 
beam in appearance, a beam representation of the 
bellows should be relevant. Thus, each bellow has been 
modeled as a fictitious pipe, through which fluid is 
flowing. 

 
3.1. Assumptions  
Assumptions that have been taken while modeling the 
bellow as a beam are as follows: 

 
 Plane sections originally normal to the 

longitudinal axis of the beam remain plane and 
normal to the deformed longitudinal axis upon 
bending. 

 The beam is just undergoing deformation due 
to bending. 

 The strains in the longitudinal, radial and 
torsional directions are assumed to be 
negligible. 

 The effect of shear deformation on the 
dynamic response of the beam is ignored. 

 The material is assumed to be isotropic and 
elastic.  

 
3.2. Mathematical Model 
The differential equation governing the bending 
vibrations of the bellow can be obtained from the 
general differential equation for bending vibration of 
pipe conveying fluid, given by Broman et al. (2011) 
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 Where Ep 

is the young’s modulus of elasticity of 
the pipe, Ip is the area moment of inertia for the pipe 
cross-section, w is the transverse displacement, x is the 
length of the pipe, ρp is the density of the pipe material, 
Ap is the area of cross section of the pipe, ρf is the 
density of the fluid, which is flowing inside the pipe, Af 

is the flow area, t is the time, α is the shear coefficient, 
Gp is the polar modulus of elasticity of  pipe, V is the 
flow velocity, F is the transverse force acting on the 
pipe. 
 The influence of shear deformation on bending of 
bellows is assumed to be very small (Morishita et al., 
1989). Thus the shear coefficient can be neglected from 
Equation (1). Thus the equation reduces to: 
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 To obtain the mathematical formulation of this model 
by FEM, first step is to convert the equation (2) into its 
weak formulation. We consider a beam element, whose 
two consecutive nodes are xe and xe+1. Each node has 
two degrees of freedom associated with it. Thus we 
obtain as follows: 
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 In the above equation, v is the weight function.  
Simplifying the equation (3), we obtain: 
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 So the stiffness matrix [K] can be obtained from the 
following part of the equation (4) 
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 The Mass Matrix [M] can be obtained from part of 
equation (4), given as 
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The damping matrix can be identified as: 
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 Now for the model of the form [M]{X}+[K]{X} = 
F we have ignored the damping effect and also we have 
assumed mass matrix as the lumped mass matrix. For 
the lumped mass matrix, the inertial effects in 
transverse as well as the rotary degree of freedom have 
been considered. Thus, mass matrix is as follows: 
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 In equation (8), l is the length of one beam element. 
To obtain the stiffness matrix, we have considered 
Equation (4) and have written the weight function, v as 
ϕi and the dependent variable, w as ϕj where ϕi and ϕj 
are the shape functions for the beam element and wj are 
the various degrees of freedom of a beam element.  

Thus, [K
ij
] matrix can be obtained from the following 

expression: 
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  If he is the length of single beam element, then 
shape functions of the beam element are as follows: 
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The stiffness matrix thus obtained is: 
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4. DYNAMIC MODELLING OF 

MANIPULATOR ARM 
Three bellows have been fixed onto a plate to form a 
bending section as explained in Fig. 2. Two such 
bending sections together form the manipulator arm of 
the Robotino XT. Thus, by putting suitable initial and 
boundary conditions, the dynamic model can be 
modeled as shown in Fig. 3. The various parameters 
considered for simulation are shown in Table 1. 
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Fig. 3: Bond Graph model of the Manipulator Arm 
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Table 1: Parameters for modeling of manipulator arm 

Parameters Symbol Value Units 
Young’s Modulus of 
Elasticity of equivalent pipe E 1,55,000 N/m2 

Mean Radius of the  equivalent pipe RM 0.0341 m 
Wall thickness of the equivalent pipe SP 0.0007 m 
Mass per unit length M 1.643 Kg/m 
Density of fluid  ρf 1.225 Kg/m3 

Length of  equivalent pipe L 0.1014 m 
Pressure in the first bellow of first bending section PA1 500 N/m2 

Velocity of flow in the first bellow of first bending section V 6 m/sec 
Transverse force acting on the tip of first bending section Fverti1 4 N 
Pressure of the fluid in third bellow of first bending section PA2 600 N/m2 

Velocity of the fluid in second bellow of first bending section V2 6.4 m/sec 
Pressure of the fluid in third bellow of first bending section PA3 800 N/m2 

Velocity of fluid in third bellow of first bending section V3 6.8 m/sec 
Pressure of fluid in first bellow of second bending section PB1 500 N/m2 

Velocity of  fluid in first bellow of second bending section V4 6 m/sec 
Pressure of the fluid in the second bellow of second bending section PB2 700 N/m2 

Velocity of the fluid in second bellow of second bending section V5 7.0 m/sec 
Pressure of the fluid in the second bellow of second bending section PB3 900 N/m2 
Velocity of the fluid in third bellow of second bending section V6 7.4 m/sec 
Transverse Force acting on the tip of the second bending section Fverti2 -4 N 
    

  Thus the bond graph consists of six Rayleigh Beam 
elements. In the model, the end tips of bellows of first 
bending section are connected to starting points of the 
corresponding bellows of second bending section. Also, 
the bellows of each section are connected to each other. 
 Under the influence of parameters stated above, the 
behavior of the tip is shown in Figure 4. Figure 5 (a) - 
(c) shows the animation frames for the motion of the six 
flexible backbones. 

 

 
Figure 4: Tip response of manipulator arm 

 
 In the above graph, PA1, PA2, PA3 are the 
pressures of the fluid in first bending section and PB1,  
PB2, PB3 are the pressures of fluid in the bellows of 
second bending section. 

 Also, the following frames describe the positions of 
the various nodes of the modeled beam elements. 

 

 
(a) 

 
(b) 

 
(c) 

Figure. 5: (a), (b) and (c): Animation frames for motion 
of six backbones                                 
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In Fig. 5, nodes of six Rayleigh beams have been 
shown. Each beam is divided into nine elements, thus 
having nine nodes into it. Here only one such cycle of 
vibration has been shown. One cycle is assumed to be 
of 0.60 seconds. Simulation results have been carried 
out for 1s.  

 
5. CONCLUSION 
The compressed air is flowing in each bellow of both 
the bending sections with different velocities and 
different pressures, giving rise to different stiffness. 
This different stiffness of bellows give rise to a 
powerful movement. To obtain the dynamic model of 
the manipulator arm, geometry of bellow is studied in 
detail and is found that the differential equation 
governing the bending vibrations of the bellow can be 
obtained from the general differential equation for 
bending vibrations of a pipe conveying fluid. To 
simulate the bellow behavior, finite element 
representation of differential equation is done and 
stiffness matrix can be derived. This FE approach can 
be linked to bond graph modeling approach to obtain 
the dynamic model of manipulator arm as a whole. 
Once the dynamic model of this class of bionic 
manipulator has been synthesized, it can be used to 
design an adequate control for the whole Bionic 
Handling Assistant.  
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