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FINITE HORIZON H_ CHEAP CONTROL PROBLEM
FOR A CLASS OF LINEAR SYSTEMS WITH STATE DELAYS

Valery Y. Glizer

Department of Mathematics, Ort Braude College
P.O. Box 78, Karmiel 21982, Israel

Email valery48@braude.ac.il

ABSTRACT

A finite horizon H-infinity cheap control problem with a
given performance level for a linear system with state
delays is considered. By a proper transformation of the
control variable, this problem is converted to an H-
infinity control problem for a singularly perturbed
system. For this new problem, parameter-free sufficient
conditions of the existence of solution and the solution
(controller) itself are obtained. These results are applied
to solution of a nonstandard H-infinity control problem.

Keywords: H-infinity cheap control, time-delay system,
singular perturbation, nonstandard H-infinity control
problem

1. INTRODUCTION
H_ control problems are studied extensively in the

literature for systems without and with delays in the
state variables (Basar and Bernard 1991, Bensoussan,
Da Prato, Delfour and Mitter 1992, Doyle, Glover,
Khargonekar and Francis 1989, Fridman and Shaked
1998, Fridman and Shaked 2000, van Keulen 1993).

The solution of an / control problem for a linear

system can be reduced to a solution of a game-theoretic
Riccati equation. In the case of an undelayed system,
the Riccati equation is finite dimensional (matrix one),
while in the case of a delayed system, it is infinite
dimensional (operator one). The operator Riccati
equation can be reduced to a hybrid system of three
matrix equations of Riccati type. Analysis and solution
of this system are very complicated. Therefore, it is

extremely important a study of classes of /_ control

problems with delays, for which the investigation of the
operator Riccati equation can be simplified. One of such

classes is the class of /{_ cheap control problems.

The H_ cheap control problem is an H  problem

with a small control cost (with respect to state and
disturbance costs) in the cost functional. A cost
functional with a small control cost arises in many
topics of control theory. For instance, it arises in the
regularization method of a singular optimal control
(Bell and Jacobson 1975), in studying the limitations of
optimal regulators and filters (Braslavsky, Seron,
Maine and Kokotovic 1999, Kwakernaak and Sivan

1972, Seron, Braslavsky, Kokotovic and Mayne 1999),
in analysis of control problems with a high control gain
(Kokotovic, Khalil and O'Reilly 1986), in the
investigation of inverse control problems (Moylan and.
Anderson 1973), in the design of a robust control for
systems with disturbances (Turetsky and Glizer 2004,
Turetsky and Glizer 2011), and some others.

Cheap control problems for systems without
disturbances (uncertainties) were widely investigated in
the literature. The case of systems with undelayed
dynamics was treated more extensively (Bikdash,
Nayfeh and CIliff 1993, Jameson and O'Malley 1974/75,
Kokotovic, Khalil and O'Reilly 1986, O'Malley and
Jameson 1977, Sabery and Sannuti 1987, Smetannikova
and Sobolev 2005). The case of systems with delayed
dynamics was studied less extensively (Glizer 1999,
Glizer 2005, Glizer 2006, Glizer, Fridman and Turetsky
2007, Glizer 2009a). In both cases, an optimal control
problem was analyzed. /_ cheap control problems
have been studied in the literature much less (Glizer
2009b, Toussaint and Basar 2001). It should be noted
that two-player zero-sum differential games with a
cheap control cost of one of the players in the
performance index were analyzed in (Glizer 2000,
Petersen 1986, Starr and Ho 1969, Turetsky and Glizer
2004, Turetsky and Glizer 2011). In these works, the
case of an undelayed game dynamics and a cheap
control cost for the player, minimizing the performance
index, was analyzed, which makes the problems,
considered in these works, to be close to the /1 cheap
control problem for a system without delays.

In the present paper, a system with point-wise and
distributed state delays and with a square-integrable
disturbance is considered. For this system, a finite
horizon H_ cheap control problem is formulated. A
method of asymptotic analysis and solution of the
considered M cheap control problem is proposed.
This method is based on: (i) an equivalent

transformation of the H_ cheap control problem to a

new H_ problem for a singularly perturbed controlled
system; (ii)) an asymptotic decomposition of the
resulting problem into two much simpler parameter-free
subproblems, the slow and fast ones. Using controllers,
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solving the slow and fast subproblems, a composite
controller, solving the transformed problem, is
designed. The latter yields a controller, solving the

original H_ cheap control problem. Note that the

algorithm of the analysis of the finite horizon H

cheap control problem, considered in this paper, is
similar to that applied in (Glizer 2009b) for analysis of

the infinite horizon H_ cheap control problem. Along

with this, there are essential differences in studying
these problems both in main assumptions and
techniques.

The results, obtained for the H_ cheap control
problem, are applied to the solution of a nonstandard
H_ control problem, i.e. the problem in which the
functional does not contain a quadratic control cost.

The following main notations are applied in the

paper: (1) E" is the n-dimensional real Euclidean
space; (2) ”” denotes the Euclidean norm either of a
vector or of a matrix; (3) the prime denotes the
transposition of a matrix A,(A4) or of a vector
x,(x); 4) L’[b,c;E"] is the Hilbert space of 7 -
dimensional vector-valued functions square-integrable
on the interval [b,c], the norm in this space is denoted

as ”-"Lz[b’c]; (5) C[b,c;E"] is the Banach space of

n -dimensional vector-valued functions continuous on
the interval [b,c], the norm in this space is denoted as

”” Clbel’ (6) I, is the n -dimensional identity matrix;

(7) col(x,y), where xe E",y € E", denotes the

column block-vector of the dimension 7 + m with the
upper block x and the lower block y, ie,

col(x,y)=(x,y).
2. PROBLEM FORMULATION

2.1. H_ Cheap Control Problem
Consider the controlled system

dx(t
z,( ) = A, x(1)+ 4, y()+ H,,x(t - h)
t )

+[1Gy (@x(e+ D)de + Fw@),

d
J;,_(tt) = Ay x(t) + Ay, y(6) + Hy x(1 — h) )

+ I_Othl (0)x(t + 7)d7 + Bu(t) + F,w(?),

where t€[0,T]; x(t)eE", y(@)eE",

u(tye E™, (u is a control), w(t)e E?, (w is a

disturbance); £ >0 is a given constant time delay;
Aij, @4,j=12), H,, G,(r), F,, (i=1,2) and

B are given time-invariant matrices of corresponding
dimensions; B has the full rank; the matrix-functions

G, (r), (i=1,2) are piece-wise continuous for
T e[-h,0].

Assuming that w(t)e L’ [0,T;E? ], consider
the functional

Jo(ww)=[ [x'(1)D,x(1)+ Y (1)D,y(1)
+&7fu(o)]” =y e Jar,

(€)

where D, is symmetric positive-semi-definite, D, is
symmetric positive-definite matrices; ¥ >0 is a given
constant; & > 0 is a small parameter.

The H, control problem with a performance level
y for the system (1)-(2) is to find a controller
u' [x(-),y(-)](t) that ensures the inequality
J g(u*, w) <0 along trajectories of (1)-(2) for all
w(t)e L’ [0,T;E?] and for
x(t)=0,y(t)=0,t<0.

The presence of a small multiplier &” in the control
cost of the functional (3) means that this problem is the

H  cheap control problem.

2.2. Transformation of the Cheap Control Problem
By the control transformation u(¢)=(1/&)v(?),

where Vv is a new control, the H_ problem (1)-(3)
becomes

dx(t
’;( ) 4 x(0)+ Ay (6) + H, x(t — h)
t )

+ j_thH (0)x(t+7)d7 + Fw(t),

SM = &{dy x(t) + Ay, y(t) + Hyx(1 = 1)
dt )

+[ Gu @t + 2)dzy + Bu(t) + eFyw),

x(t)=0, y()=0, <0, 6)
J(vow)= [ [X'(1)D,x(t)+ ¥ ()D,y(1)
) =7 ga

Note that the system (4)-(5) is singularly perturbed

(Kokotovic, Khalil and O'Reilly 1986). The state
variables x(-) and y(-) are the slow and fast ones,
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respectively. In this system, the slow state variable is
with a delay, while the fast state variable is delay free.

In the sequel, we deal with the H_ problem

consisting of the system (4)-(5), the initial conditions
(6) and the cost functional (7), which is called the

original H_ control problem (OHICP). Once a

o0

controller of the OHICP is obtained, the corresponding
controller of the H_ problem (1)-(3) is obtained by

using the equation u(¢) = (1/&)v(t).

2.3. Solvability Conditions
Consider the following (7 +m)x (n+ m)-block-
matrices

A_(All AlzJ H_(Hll OJ
- s - D (8)
AZI A22 H21 0
G 0 D 0
ooy = DO (B 0 ©)
Gzl(z') 0 0 D2

and the matrix S(¢&)

S(e)=y*FF'—¢”BB/,

-~ (F) ~ 10
Pl 7o) "
F, B

The matrix S(&) can be represented in the block form

S(e) = yRF y FF,
y’F,F, y’F,F,—¢’BB

ALS S,
B S; S5(¢) .

Consider the following set of Riccati-type ordinary
differential and two partial first-order differential

equations for the matrices P(t), Q(f,7) and
R(t,7,p) in the domain (2 =
{(t,7,p): 05t <T,-h<7<0,-h< p<0}

(11)

PO _ piya-a
= POA-AP@) ")

~ P(1)S(£)P(1) - 0(t,0) - Q' (1,0) - D,

(aﬁ_ijg(m):—(A+S(8)P(t))'Q(f:T)
t Ot

—P(1)G(7)-R(1,0,7)

(13)

o o0 0 P
(E_E_%]R(t’r’ p)=-G ()0, p) a

-0 (1,0)G(p) - 0 (1.1)S(£)Q(t, p).

The matrices P(¢), Q(t,7) and R(t,7,p) satisfy
the boundary conditions

4)

P(T)=0, O(T,r)=0, R(T,z,p)=0, (15)
0(t,—h)=P(t)H, (16)

R(t,~h,7)= H Q(t,7),

, (17)
R(t,z,~h)=Q (t,7)H.
It is seen that the matrix-functions Q(#,7) and
R(t,7,p) are present in the set (12)-(14) with
deviating arguments. The problem (12)-(17) is, in
general, of a high dimension. Moreover, due to the
expression for S(&), this problem is ill-posed for
E—>+0.
Lemma 2.1. Let, for a given & >0, there exist a
solution {P(t,&),0(t,7,8),R(t,7,p,€)} of (12)-
(17) such that

P'(t,&) = P(t,¢),

, (18)
R (t,7,p,8) = R(, p,7,¢).
Then, for this &, the controller
v[x(),y()() = -7 B[P(t,&)z(t)
(19)

+ th(t, 7,8)z(t+7)dr], z=col(x,y)

solves the OHICP.

Proof. The lemma is a direct technical extension of the
result of (Glizer 2003) (Theorem 2.1 and its proof)
where the case of only a point-wise state delay in the
controlled system has been considered.

Remark 2.1. Due to the above mentioned features of
the problem (12)-(17), verifying the existence of its
solution and searching this solution are very
complicated tasks.

2.4. Objectives of the Paper

The objectives of this paper are the following:

(i) to derive & -free reduced conditions, guaranteeing
the existence of a controller solving the OHICP for all
sufficiently small £ > 0;

(ii) to design a controller much simpler than (19), which
being & -free solves the OHICP for all sufficiently

small £ >0;
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(iii) to apply the above mentioned results to the solution
of a nonstandard /1  control problem.

3. FORMAL CONSTRUCTING A SIMPLIFIED
CONTROLLER FOR THE OHICP

In this section, we propose a method of constructing a

simplified controller for the OHICP. This method is

based on an asymptotic decomposition of the OHICP

into two much simpler & -free subproblems, the slow

and fast ones.

3.1. Slow Subproblem
The slow subproblem is obtained from the OHICP by

setting there formally & =0 and redenoting X, ),V

and J by x,y,,v, and J_, respectively. Thus, we

have

dx (1) _
dt

Ax () + A,y () +H, x (1= h)

+ I_OhGn (O)x,(t+7)dT+Fw(t), t>0,  (20)
Bv (1)=0, te€[0,+), 21
x,(t)=0, <0, (22)

J, = [ [x.(Dx,(t)+ . (1)D,y,(1)

v, ()| = |wee )| Jdt.

(23)

Since the matrix B is invertible, the equation (21)
yields

v.(1)=0, te[0,+00). (24)

By substituting (24) into (23), we obtain

J, = [ [x.(Dx,(t)+y.(1)D,y,(1)

—y?|wt)| Jat.

Since the variable y (¢) does not satisfy any equation

for ¢ €[0,+0), one can choose it to satisfy a desirable
property of the system (20). This means that the
variable y (#) can be considered as a control variable

in the system (20). Thus, the functional (25), calculated
along trajectories of this system, depends on the control

variable (1) and the
w(t)e L[0,T;E"], ie., J,=J,(y,w). For the

disturbance

system (20), we can formulate the following FH
control problem with a performance level y : to find a

controller y [x (-)](#) that ensures the inequality
J (¥,,w)<0 along trajectories of (20),(22) for all
w(t) e I’[0,T;E?]. This H_ control problem is

called the slow H_ control subproblem (SHICP)

associated with the OHICP.

Consider the following set of Riccati-type matrix
ordinary differential and two first-order partial
differential equations with deviating arguments:

dP.(1) _ .
7 Ps(t)All All})s(t) 26)
- P()S,P. (1)~ 0,(1,0)~0,(t,0) - D,

o & B
(E—EJQS(ET)—

— (4, +P.(1)S)0,(t,7) 27)
- Ps (t)Gl 1 (T) - Rs (1307 T)a

(g_i_ins(tarop) =

ot o0t Op
-G,(D)0,(t,p) -0, (1,7)G,(p) (28)
- Qs (t’ Z')SSQS (ta p)a

where S, =y *FF, — A,D;'4,,.
The set of equations (26)-(28) is subject to the boundary
conditions

P(T)=0, O(T,7)=0, R(T,7,p)=0, (29)

o,(@t-h)=P()H,,, (30)

Rs (l,—h,T) = HIIIQS (taf)a

' (€29)
R (t,z,—h)= 0 (t,7)H,,.

Similarly to Lemma 2.1, one has the following
proposition.
Proposition 3.1. Let there exist a solution

{P(),0,(t,7).R(t,7,p)} of (26-(31) in the
domain £2, such that

P(t)=P(t), R(t,r,p)=R(t,p,7). (32

Then, the controller
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i 10 = ~D5' 4, x
P+ [ 0.0, (4 o)

solves the SHICP.

3.2. Fast Subproblem
The fast subproblem is obtained in the following three

stages. First, the slow variable x(-) is removed from

the equation (5) and the cost functional (7) of the
OHICP. Second, the following transformation of
variables is made in the resulting problem:

t=ec, y(&g)=y (), v(eg)=v, (),
w(eg) =w,(S),

4
JOEEWED) = &, (v, (O, (),

where f, Vs Ves Wy and J 4 are new independent

variable, state, control, disturbance and cost functional,
respectively. Thus, we obtain the system and the cost
functional

dy (S)ds = edyy (S)+

(35)
By, (&) +elfw, (s), &>0,

Jrvpw )= [y (60D (5)+
Vi(EW(E)=7|w (&) Jdé.

Finally, neglecting formally the terms with the
multiplier € in (35) and replacing formally 7/& by
+ 00 in (36) yields the system

dy(&)ds=Bv (), ¢>0. (37

and the cost functional

J(vew )= [Ty, (£)Dy (£)+
Vi (EW(E)=7|w, (&) dé.

For the system (37) and the cost functional (38), the
H _ control problem with a performance level ¥ can
be formulated as follows. To find a controller
V;[ Y,(&)] that stabilizes (37) and ensures the

inequality J , (V; ,W,) <0 along its trajectories for all
Wf(é:) € L,[0,+00; E*] and for yf(O) =0. This

H__ control problem is called the fast /_ control

o0

subproblem (FHICP) associated with the OHICP.

Let K be any m X m -matrix such that BK is a
Hurwitz matrix. Then, the controller

Vil (1= Ky, (&) (39)

solves the FHICP.
Note, that the FHICP is a particular case of the

infinite horizon M control problem, considered in
(Basar and Bernard 1991). Due to results of this book, if
there exists a solution Pf of the algebraic matrix

Riccati-type equation

—P,BBP, +D, =0, (40)

such that — BB 'Pf is a Hurwitz matrix, then the matrix

gain K in (39) can be chosen as
K=-BP,. 1)

Let us show that the above mentioned solution of
(40) exists. Indeed, since the matrix D, is positive

definite, then there exist the unique positive definite
solution of (40)

P, =(BB) ™" x

((BB')I/ZD (BB')1/2)1/2(BB')71/2 (42)
2 s

where the superscript "1/2" denotes the unique
symmetric positive definite square root of respective
symmetric positive definite matrix, the one "-1/2"
denotes the square root of respective inverse matrix.
Now, using (41) and (42), we have

BK =—(BB')"* x

((BB')I/ZD (BB')1/2)1/2(BB')71/2 (43)
2 .

Since D, is positive definite and B is not singular,

then the equation (43) means that the matrix BK is
Hurwitz. Hence, the controller

Vvi[y,(E)1==BPy (&) (44)

solves the FHICP.

3.3. Composite Controller for the OHICP

In this subsection, based on the control v (¢), given by
(24), the controller . [x,(-)](£), solving the SHICP,
and the controller v; [y ,(&)]., solving the FHICP, we

construct a composite controller for the OHICP. Then,
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we show that this controller solves the OHICP for all
sufficiently small & > 0.
The composite controller is constructed in the form

v.[x(), yO1@0) = v, () + v, [F(de)], (45)
where V(#/€) is defined as follows
(1le)= (1) y.LxON). )

Substituting (24) and (44) into (45), and using (33),
(42) and (46) yield after some rearrangement

v [x(-).y(-)](t)==B'P,[ D' A,,P.(1)x(t)
F () + j_OhD;’A;ZQS (t7)x(t+7)de]  (47)

4. & -FREE SOLVABILITY CONDITIONS FOR
THE OHICP
Theorem 4.1. Let there exist a solution

{P(0),0,(t,T), R (1,7,p)} of (26-31) in the
domain €2, satisfying the conditions (32). Then, there
exists a positive number é‘*, such that the controller

(47) solves the OHICP for all & € (0,8*].

Proof. The proof of the theorem consists of four parts.
For the sake of saving the space of the paper, we present
here a sketch of the proof.

Part 1. By substituting the controller (47) into the
system (4)-(5) and the cost functional (7), we obtain

dx(t
’;( ) A x(0) + Ay (1) + H, x(t — h)
t (48)

+ I_OhG“ (D)x(t+7)d7 + Fw(?),

60 = (4, BB P, DS AP (OO
+[&d,, — BB P, 1y(t)+ &H , x(t — h)
+ |66,y (1)~ BB P,D;' 4,0, (1.0)]x

(49)
x(t+7)dr + eF,w(t),

J@0=1.00= [ [ 0D, (x(0)
+2x (1)Dp, (1) y(£) + y (1) D y(1)
+2x'(8) thQl (t,0)x(t +7)d7

+25' (1) thQZ (t,70)x(t +7)d7

0 0
+ Lﬂ J:hx (t+7)Dy, (1,7, p)x(t + p)ddp

2
e bt 50)
where
D,,(t)= D, + P.(t)A4,D;' 4,P.(), (51
D,,(t)=P.()4,, D,,=2D,, (52)

DQI (t,7)=P, (t)AlzDz_lAizQs (¢,7),
DQ2 (t,7)= A{QQS (1),
Dy, (t,7,p) = Q;(t: T)AlzDz_lAizQs(tap)- (54)

(53)

Thus, the proof of the theorem is reduced to a
proof of fulfilment of the following inequality for all
sufficiently small & >0

J . (w)<0 Vw()eL’[0,T;E"], (55)
along trajectories of the system (48)-(49) subject to the
initial conditions (6).

Part II. Consider the following (7 +m)x(n+m)
block matrices

zzl(t,g) =
4, 4, (56)
Ay —& P A,P(t) A, —¢ BB P, |

G(t,r,6) =

G, (7) 0 (57)
G, (r)— é‘_lpf_lAl'zQs (t,7) 0 )

D0~ (Dpl 0) Dy, (r)],

Dpy(t) Dys (1)

Dy (t,7) 0
Dy,(t,r) Of

Dy (t,z,p) O
DR(tarap):(O f Oja

S, =y ’FF.

619

D,(t,7)= {

(39

Consider the following system of ordinary and
partial matrix differential equations of Riccati type with

respect to  (m+m)x(n+m)-matrices f’(l‘) ,
Q(l‘, 7) and ]A{(t, 7, ) in the domain £2:
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dP(1) _ P(6)A(t,6) — A'(t,8)P(t)

(60)
— P(1)S, P(t) - 0(1,0) - Q' (1,0) - D, (1),

0 0\ B
(5 - E}Q(h 7)=

— (A(t,8) + S P()) O(t,7) — (61)
P()G(t,7,€) — R(1,0,7) - D, (t,7),

222 Nirep)-
ot oOr Op

—é'(t,f,g)é(t,p)—QA'(I,T)GA(t,p,g)

~0'(1,0)S,0(t, p) — Dy (1,7, p) . (62)

The system (60)-(62) is considered subject to the
boundary conditions

P(T)=0, O(T,7r)=0, R(T,7,p)=0, (63)
O(t~h) = P(0)H,

R(t~h,7)= H'Q(1,7), (64)
R(t,t,~h)=Q'(t,7)H,

where the matrix H is given in (8).

Let us show the following. If for some & >0, the
problem (60)-(64) has a solution

(P(t,€),0(t,7,¢),R(1,7, p, &)} such that

P'(t,e) = P(t,¢),

R'(t,7,p,€) = R(t, p,7,€), (65)
(t,7,p) € 2,

then, for this &, the inequality (55) is satisfied along
trajectories of the system (48)-(49) subject to the initial

conditions (6).
Part III. Consider the following functional, depending

on the parameter ¢ €[0,7], on a vector ¢, € E"™

and on a function ¢_(0) € L’[t—h,t; E™"]:

AL
Vit,000. (0= 0, P(1,2),
+20,[ Ot,0-1,6)p.(0)d0

+ [ 0.ORLO-1.0-1,6)x
@.(o)dbdo.

(66)

Let, for a given w(-)e L’[0,T;E], the vector
function z[t,w(-)]=col (x[t,w(®)], y[t, w(-)]) ,
t €[0,T], be the solution of the system (48)-(49)

subject to the initial conditions (6). Such a solution
exists and is unique. Let, for a given t€[0,7],

V(t )i VI[t,2[t.w(-)].2[6,w(-)]]. Calculating the

derivative of V(f), we obtain after some
rearrangement

dl;t(l‘) =5t w(-)]D, (¢)z[t, w(-)]

—22'[t,w(-)].[ihDQ (t,0—1)3[0,w()]dO

- J;t_;,J.:_hZA,[e’W()]DR (t,0—t,0—t)x
2ow(-)]ddo +y |w(t )|

—y?|wit)=wrewe ]| (67)
where
witw(-)] =y F [P(t,e)z[t,w(-)]

(68)

+ O(1,0 - 1,6 Z[0,w(-)]d6)].
i
Equation (67) directly yields the inequality V¢ € [0, 7]

dV() -
dt

LPEA0)]) ’_hDQ (t,0—1)3[0,w()]dO
+jf’_hjt’_hs’[e,w(-)]DR(t,e—t,a—t)x
z[o,w(-)]dbdo —y*|w(t)|’ < 0.

[£,w()IDp (D)2, w()]

(69)

Integrating the inequality (69) from =0 to t=T
and using the conditions (6) and (63) immediately yield
the fulfilment of the inequality (55) along trajectories of
the system (48)-(49) subject to the initial conditions (6).
Part IV. The existence of solution to the problem (60)-
(64) for all sufficiently small & > 0, which satisfies the
conditions (65), is shown by formal constructing and
justifying the zero-order asymptotic solution to the
problem (60)-(64). This asymptotic solution can be
obtained in the way similar (but not identical) to (Glizer
1999). This completes the proof of the theorem.
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Corollary 4.1. Under the conditions of Theorem 4.1,
the controller

u [ x(-).y()(t)=(1/e)v [ x(-).y(-)](1)
solves the H  control problem (1)-(3) for all
ce(0s"].

5. NONSTANDARD H_ CONTROL PROBLEM

In this section, we consider the following functional for
the system (1)-(2):

J(uw)=[ [x ()Dx(t)+y (1)D,y(t) o
—y?|wt)| Jat.

It is seen that the functional (70) does not contain a
quadratic control cost.

The nonstandard /  control problem with a
performance level ¥ for the system (1)-(2) (NHICP) is

to find a controller #~ /[ x(-), y(-)](t) that ensures
the inequality J (1", w) <0 along trajectories of (1)-
@) forall w(t)eL’[0,T;E?]

and for x(t)=0, y(t)=0, t<0.

Since the functional (70) does not contain a
quadratic control cost, the approach, proposed in

Lemma 2.1 for the solution of the H_ control problem

(4)-(7), is not applicable for the solution of the NHICP.
In order to solve the NHICP, we replace the functional
(70) with the cheap control functional (3). Such a

replacing leads to the H_ control problem (4)-(7), for

which Corollary 4.1 gives & -free reduced-order
solvability conditions, as well as the controller solving
this problem. Due to this corollary, the employing the

controller u(t)=u_[(x(-),y(-)](t) in the system
(H-2) subject to  the initial  conditions

x(t)=0,y(t)=0,t<0 yields the following
inequality for all w(t)e L’[0,T;E?] and all
se(0&"]:

T
JCugw)+ [ v [xC)y))) de<o,
where the arguments x(-) and y(-) for v, constitute

the solution col(x(t,&),y(t,&)) of the system (48)-

(49) subject to the initial conditions (6).
From the inequality (71), one directly has

J(u.,w)<0, which implies that the controller
u(t)=u,[(x(-),y(-)](t) solves the NHICP for all

se(0e] if  there exist a  solution

{P(,0,(t,0), R (t,7,p)} of (26)-(31) in the
domain (2, satisfying the conditions (32).

Remark 5.1. The inequality (71) yields a stronger
inequality than J(u,,w) < 0. Namely,

Juow)<=[|v.[x(e)v0.8)])0 ) de. 72

The integral in the right-hand side of this inequality
depends on & € (0, & ]. The following theorem gives

an estimate of this integral for small enough & > 0.
Theorem 5.1. Let there exist a  solution

{P(1),0,(t,7),R(t,T,p)} of (26)-(31) in the
domain €2, satisfying the conditions (32). Then there
exists a positive number 81* ,( 6‘1* <g ), such that, for
any given W(t) € L’[0,T;E?] and all & € (0,6‘1*],
the following inequality is satisfied:

0< [ |v.lxCe).y0e))(1)] di <
agQ|W(t)||L2[0,T] )2’

where a > 0 is some constant independent of &€ .
Proof. In order to save the space, we present here a
sketch of the proof.

The left-hand inequality in (73) is obvious. Proceed
to the proof of the right-hand one.

Asymptotic analysis of the problem (48)-(49), (6)

leads to the existence of a constant 0 < 81* <¢" such
that, for any given w(t)e L’[0,T;E?] and all

g€(0,&, ] , the following inequalities are valid:

(73)

||x(t,g) - f(t)”C[(),T] < a18||w(t)||L2[(),T]’ (74)
”y(t,g) - ')_/(t)”C[O,T] < a1€1/2||w(t)”L2[0,T] (79

where @, >0 is some constant independent of &,

%(t) = j;ax(t,s)aw(s)ds, (76)

7(0) = [®, (1.) Fw(s)ds. "

the 7 X 1 -matrix-valued function @ (¢,5) is the

solution of the following problem for 0 <s<¢t<T :

dcpxd(tt’S) - (A” - AzzD;A}zPs(t))ix(t’s)

+H,@(t=hs)+[ (G,(7)
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—AUD;]A]'ZQS(t,T))ax(t+'r,s)ds, (78)

D (t,5)=0, t<s; D (s,5)=1, (79)
and the m X n -matrix-valued function 6y (¢,8) has

the form

@,(t,5) = =D, 4,P.()D,(t,5)

- th;Al'zQS(t, )@ (t+71,5)dr. (80)

Now, by using the inequalities (74)-(75) and the
equations  (76)-(80), one obtains after some
rearrangement the inequality

v, [X(',é'),y(':g)](t)”c[aT] <

aze" )]z

(81)
[01]’

where a, > () is some constant independent of & .

The inequality (81) directly yields the right-hand
inequality in (73).

6. CONCLUSIONS

In this paper, a linear controlled system with point-wise
and distributed state delays and a square-integrable
disturbance is considered. For the sake of simplicity, it
is assumed that this system consists of two modes. One
of them is controlled directly, while the other is
controlled through the first one. Moreover, it is
considered the case where the state variable of the
directly controlled mode has no delays. For this system,
the finite horizon H_ control problem with a given
performance level is studied. The control cost in the
cost functional of this problem is assumed to be small
with respect to the state and disturbance costs, i.e., the
considered problem is the H cheap control problem.
By using a simple control transformation, this problem
is converted to the H_ control problem for a system

with a small multiplier & >0 for a part of the
derivatives, i.e., for a singularly perturbed system. In
this singularly perturbed system, the slow state variable
has delays, while the fast state variable has not. This
new H_ control problem, considered as an original
one, is analyzed in the sequel of the paper. For this
problem, reduced-order solvability conditions, valid for
any positive small enough &, are derived. The & -free
controller, solving this problem for all sufficiently small
values € >0, also is designed. This controller, being
multiplied by 1/ &, yields the controller, solving the

H  cheap control problem. These results are applied to

the solution of the nonstandard H  control problem. It

is shown that the controller, solving the F_ cheap

control problem, also solves the nonstandard /

control problem. Moreover, it is shown that this
controller ensures the cost functional of the nonstandard

H_ control problem to be smaller than the negative

[e]

function of &, the absolute value of which is of order of
& for all sufficiently small values & > 0.
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ABSTRACT

A linear system with scalar control and disturbance is
considered. The robust controllability of this system to a
given target set is studied in the classes of linear and
saturated linear strategies. In previous works, the
analysis of this problem was limited to continuous sign-
constant gains. Such an approach has been inspired by
those practical problems, where the control coefficient
function in the scalar system, corresponding to the
original one, is sign-constant. For systems of sign-
varying control coefficient functions using a sign-
varying discontinuous gain is proposed. It is shown that
using such a gain considerably increases the robust
controllability set of the corresponding strategy.

Keywords: linear controlled system, disturbance, linear
feedback strategy, saturated linear feedback strategy,
robust controllability set

1. INTRODUCTION
Controllability is one of the basic system properties.
This property has been well studied for systems without
uncertainties by using an open-loop control (Kalman,
1960; Kwakernaak and Sivan, 1972; Bryson and Ho,
1975; Gabasov and Kirillova, 1976). However, this
elegant theory is not applicable to real-life systems,
affected by  unmeasurable input  parameters
(uncertainties). For such systems, controllability should
be augmented by the robustness property with respect to
any admissible uncertainty realization. As a rule, the
robust controllability can be realized by a feedback
control. In the framework of differential games of kind,
this property (called sometimes playability) was studied
extensively (Isaacs, 1965; Blaquiere et al., 1969;
Krasovskii and Subbotin, 1988; Lewin, 1994). There,
the input uncertainty (disturbance) is considered as the
control of an opponent. Various types of robust
feedback controllability of systems with uncertainties
were investigated in (Petersen et al., 1992; Savkin,
1997; Savkin and Petersen, 1999; Turetsky and Glizer,
2004; Ganebny et al., 2006).

The general robust controllability concept does
not take into account possible control constraints,
although such constraints are indispensable part of most

practical control problems. For analysis of the robust
controllability problem with control constraints, in
(Glizer and Turetsky, 2012), it was developed a concept
of a robust controllability set. According to this
concept, the robust controllability set is constructed for
a so-called robust transferring feedback strategy, which
steers the closed-loop system from the maximal
possible set of initial positions to a prescribed target set
against any admissible disturbance. The time
realizations of such a strategy may violate the
prescribed hard control constraints for some initial
positions and for some admissible disturbances. By
taking into account the hard constraints, the maximal
possible set of initial positions is reduced to the robust
controllability set. If the system trajectory emanates
from any point of this set, the corresponding time
realization of the robust transferring strategy satisfes the
control constraint, robustly with respect to all
admissible disturbances.

In (Glizer and Turetsky, 2012), two classes of
robust transferring strategies — linear and saturated
linear — have been studied. The gains of these strategies
were assumed to be non-zero and smooth, which means
that they are sign-constant. Such gains are effective in
the case where the control coefficient function in the
scalar system, corresponding to the original one, is sign-
constant. However, a non-minimum phase controller,
which can be found in some applications, leads to a
sign- varying control coefficient function. In this case,
the robust controllability set of a strategy with a sign-
constant gain becomes small or even empty. In this
paper, we propose to use non-zero sign-varying gains
with the sign opposite to the sign of the control
coefficient function. Note that such gains are
necessarily discontinuous. It is shown that such
extension of the class of admissible gains enlarges
considerably the robust controllability sets of linear
strategies and of saturated linear strategies.
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2. PROBLEM STATEMENT

2.1. Original Controlled System
Consider a controlled dynamic system

x=AMx+bMu+ct)yv+ f(1), 0<r<t,, (1)

. 1 1
where x € R" is a state vector; u € R and v R
are the control and the disturbance, respectively; ¢ p isa

prescribed final instant of time; the matrix-valued
function A(f) and the vector-valued functions b(t),

c(t), f(t) are continuous on [0, 11

The control and the disturbance satisfy the constraints

i< p,, )
vi<p, 3)

where p,, O, are given positive constants.
Definition 1 A function u=u(t,x),
(t,x)eS, £{(1,x):1€[0,1,),xeR"}, is called

an admissible feedback strategy for the system (1), if
the corresponding closed-loop system has a unique

absolutely continuous solution x(t), t €0, tf), for
any admissible disturbance V(t) and for any initial
condition x(t,) =x,, (t,,X,)€S,. It is also

assumed that there exists

x(t,) £ lim x(1). “)
’ r»rf -0

The target set is the linear manifold in (7, X) -space
T.={(t.x):t=1,,d"x+d, =0}, (5)

where d =(d,,d,,...,d, )" € R" is a prescribed non-

ZEero vector, do is a prescribed scalar.

The control objective is to bring the system (1)
from a given initial position  x(Z,) = X,,
(t,,x,) €S,, to the target set (5), respecting the
control constraint (2), by means of an admissible
feedback strategy u(t,x), for all admissible
disturbances v(?) .

Definition 2 An admissible strategy is called robust

transferring from a given initial position (t,,X,) € S,
to T_, if for any admissible V(t) : x(t,) € T..1Itis
called robust transferring from Mx c Sx to Tx , if it

is robust transferring from any point (1, XO) € ./\/lx to

T.
Let, for a given admissible strategy, the set

./\/l;mx C SX be the maximal set, from which it is

robust transferring to 7. The set

M= M (u()) is  called the robust
transferrable set of the strategy u(-) .
Definition 3 The subset Cx = Cx(u()) of the robust

transferrable  set ./\/lxmaX is called the robust
controllability set of u(-), if:

() for any initial point (t,,x,)€C_ and any
admissible disturbance, the time realization of u(t,x)

along the trajectory x = x(t) satisfies the control
constraint (2):

lu(t,x(t)I<p,, te [to,tf). (6)

(i) for any initial point (to,xo) S ./\/l;nax \Cx there
exist an admissible disturbance and a time moment
TS [to,tf ), such that

lu(t, x(1,) 1> p,. )

2.2. Scalarization
Let ®(t,7), 0<7<7<f,, be the fundamental

matrix of the homogeneous system corresponding to
(1). By the non-homogenous transformation of the state
variable in (1),

z=2z(t,x) =

t

d"| ®(t,,0)x+ [@(1,, 1) f ()d7 |+d,,

this system is reduced (Glizer and Turetsky, 2012;
Gutman, 2006) to the scalar equation

= h(Du+ hy (1), ©)
where

h(1)=d"®(t,,0)b(1),

hy(t) =d"®(1,,1)c(1).
Note that due to the continuity of A(f), b(f) and

(10)

(1), the functions A, (¢) and h, () are continuous on

[0, tf]. For the scalar system (9), the target set (5)

becomes
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7. ={t,,0}. (11)

For such scalar systems, the definitions 1 — 3 are
reformulated.

Definition 4 A function u=u(t,z),
(t,2) €8, £{(1,2):1€[0,t,),z€ R*}, is called

an admissible feedback strategy for the system (9), if
the corresponding closed-loop system has the unique

absolutely continuous solution z(t), t €[0,1,), for
any admissible disturbance V(t) and for any initial
condition Z(t,) = 2y, (t),2,) €S, . It is also assumed
that there exists

2(t,) & lim 2(7). (12)

1>t~
!

Definition 5 An admissible strategy u(t,z) is called
robust transferring from a given initial position
(tO,ZO)ESz to 'TZ, if for any admissible V(t) :

Z(tf)e'z;. It is called robust transferring from

./\/lZ c Sz to 'TZ, if it is robust transferring from any
point (tO,ZO) € ./\/lZ to 'TZ,

For a given admissible strategy, let the set
/\/lzmax C SZ be the maximal set, from which it is

robust transferring to TZ .

Definition 6 The set C. = C (u(-)) € M™ is called
the robust controllability set of u(-), if for any initial
point (tO, ZO) S CZ and any admissible disturbance, the
time realization of u(t,z) along the trajectory

z = z(t) satisfies the control constraint (2):
lu(t, 2(0) K p,, tE€lty1,). (13)
Remark 1 Let the strategy u(f,Z) be robust

transferring for the system (9) from MZ c Sz to 'TZ

In (Glizer and Turetsky, 2012), it is proved that if the
strategy

u(t,x) = u(t, z(t, x)), (14)
where z(f,X) is given by (8), is admissible for the

system (1), then it is robust transferring for this system
from

M, ={(t5, %) : (1, 285, X)) e M} (15)
to the target set (5). This yields that if C_(u(-)) is the
robust controllability set of (%, z) , then the set

C, = {15, %) : (85, 2(85, x0)) € C.(u(-))}, (16)
is the robust controllability set of #(¢,X), given by
14).

Remark 1 allows to confine the following
analysis only to the scalar case.

2.3. Previous Results

In this section, the main results of the book (Glizer and
Turetsky, 2012, Chapters 2 — 3) on the construction of
the robust controllability sets for linear and saturated
linear robust transferring strategies are briefly
summarized.

2.3.1. Linear Strategy
Let us introduce the characteristic numbers N . >0,

C,, N,=20, C, of the coefficient functions 5, (t)

and h, () of (9): assuming that that the limit exists,

h,(1)

im —2C #20,i=1,2. (17)
ratf—o (t_f _t) i

It is assumed that

N,=N,. (18)
Consider the linear strategy

u(t,z) = K(t)z, (19)

where the gain function K (t) satisfies the following
conditions:

@M K()#0 fort e [O,tf).

(II) K(t) is continuously differentiable for
tel0,¢ f) .

(III) one of two following limit conditions is satisfied:

lim K(t) = +oo, (20)
ratf—O
or

lim K(7) = —oo, 21
ratf—O

(IV) there exists N, >1 such that

lim K()(t, =" = C =0, 22)
tatf—O

(V) either
Ny >N,+2, and CC, <0, (23)
or
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N, =N,+2, and CC, < —(N, —1)°, (24)
The set of all gains K(f), satisfying the

conditions (I) — (V), is denoted as C . If the condition
(18) is satisfied, then the linear strategy (19) with the

gain K(t) e K is robust transferring from S, to
(t,.0).

Let us introduce the function

P(t,K(1)) = s
Z - pu (SlgnK(t))hl (t) - pv I hZ (t) |7

where

7' (1) 2 L (26)

K
Assume that the set of zeros of the function
P(t,K (1)) on (0,2,) is finite (including empty). Due

to this assumption, there exists 0 < O <t ¥ such that

two cases can be distinguished:

Case 1:
P(t,K()>0, te(t, =05,1,). 27)
Case 2:
P(t,K(1)) <0, te(tf—5,tf). (28)

Let for a given K(t), the set 7 consist of all distinct
zeros of P(t,K(t)) with positive slope. If 7 #

it can be written as 2, where f, <1, <...< tp . Let in

this case Z,(t,), i =1,..., p, be the solution of the

terminal value problem

dZ 1 dt, = K(1,)h (1,)Z + p, | h, (1,) |, (29)
Z(t)=27Z(1), (30)

on the interval [0, 7, ]. In Case 2, an additional function

Z,.,(1,) is defined as the solution of the equation (29)

with the initial condition

Z,,(0)= lim F(1), G1)
z—>tf -0

where

.~ P KD [G(t,€) 11y (£)1d&

Fn= |K(1)1G(£,0) > (32

G(1.£) = exp([K(ph,(1dy). (33)
¢

Let 7 be the maximal index (r €1, p in Case 1

or rel,p+1 in Case 2), such that the trajectory
2, =2.(t,)
t.=t.(K())e(0,z) be the last time moment such
that Z (t.+0)>0, Z (t, —0) < 0. If no trajectory

intersects the 1,-axis, and

intersects the f;-axis, then 7, = 0.1f r. = tf , then the

robust controllability set C (K (-)) of the strategy (19)
is empty.
Theorem 1 Let for a given gain K(t) € KC, Case 1 be

valid. Then CZ(K()) .
If T #O, then

CK(O) ={(ty,2)): 1, <1, <1,

|2y K min{Z" (1)), Z,(t)..... Z (1))} }. (34a)
IfT =0, then

CKO)={(ty,20): 1, <ty <1, 12,I<Z (1)}

(34b)
Theorem 2 Let for a given gain K(t) € K, Case 2 be

valid. If CZ(K()) # O, it is given as follows.
If T £, then

C.AK()) ={(ty,2)): t. <ty <t,,
| 2o K min{Z"(t,), Z,(t),....Z,(,), Z,,,, (t,)} }.

(35a)
If T =0, then
C.AK()={(ty20): 1, <1, <1,,
Iz, I< min{Z*(to),Z,,H(fo)} }. (35b)

Remark 2 It follows from Theorems 1 and 2 that
the robust controllability set C (K(-)) is symmetric

with respect to the #-axis, and is described as

C.(K()=

(36)
{(tys29): t, <ty <t,, 17, K Z, (1))}
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The function Z,(#,) denotes the respective boundary
functions in (34) — (35).

2.3.2. Saturated Linear Strategy
Let us consider the saturation of (19) for (¢,2) € S, :

u,(t,z)=Sat(K(t)z) =
P, K®z>p,
K(t)z, 1K)z p,,
P, KMz<-p,

(37

Remark 3 This saturated linear strategy respects by
definition the control constraint along any trajectory of
(9). Therefore, its robust controllability set

C" = C;‘”(K (*)) consists of all the points
(t),2,) €S,, from which this strategy is robust
transferring. In general, the strategy (37) is not robust
transferring from the entire set Sz to the target point

(¢,,0). However, it is robust transferring at least from

the robust controllability set Cz of the strategy (19). In
this subset, K(#)z is robust transferring and
| K(t)z(t) I< p, . Thus, for any gain K(¢) € K,

C*(K () 2 C.(K(). (38)

The inclusion (38) is illustrated by Fig. 1, where
1, =4 . The strip

S, = {(to,zo) :1,€[0,4], z, (—oo,+oo)} is the
robust transferrable set of a linear robust transferring
strategy u(t,z) = K(t)z. The set, denoted as I,
consists of all initial positions, from which the time
realizations of the strategy u = K (¢)z(t) satisfy the
constraint (2). This also implies that the saturated linear
stratefgy u = Sat (K(t)z(t)) is robust transferring
from this set. The set /1 is the set of all initial positions,
for which | K(#)z(t) I> p, , while the saturated linear
strategy still remains robust transferring. The set 117

contains all the points of Sz , for which

| K(¢)z(t) > p, and the saturated linear strategy is
not robust transferring. In other words,

I1=C(K()). I=C"(K()\C.(K()) and

11 =S, \ C*(K(+)) . From the practical viewpoint,

the inclusion (38) means that implementing the
saturated linear strategy is preferable than the
corresponding linear strategy.

oo T S

,,,,

Figure 1: Illustration of the Inclusion (38)

Let z(£;1,Z), te [T,If), denote the solution of the

initial value problem

z=hu,(t,2)+h()v, z(1)=7. (39)
Theorem 3 If C (K (-)) # @, it is given by

C(K()=
) ; (40)

{(t()’ Z()) : to € [t;-’t_f)’ | Z0 |S ZO(tO)}’
where
t, =

) (41)
min{t, €[0,7,): 32,2 0: 2(t,:1,,2,) = 0},
Z,(t,) =z(t,:t), 2,)s (42)
7o =max{z, 2 0: z(¢,;1.,z,) = 0}. (43)

Introduce the function

'
2,02 [(p, Im(&) 1=p, I (E)DE. (44

Theorem 4 Let

(1) #0, 1€[0,1,). (45)
and
Z,(1)>0, 1€[0,1,). (46)
Then
C(K() C” )

2 (19 20) 1, €[0,,),1 20 € Z,, (1)}
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Moreover,

CU(K()=C", (48)
if and only if
p K1) Z, (1), 1€[0,1,). 49)

Remark 4 Due to (Glizer and Turetsky, 2008), for any
admissible robust transferring strategy u(t,z):

C(u()cC. (50)

This means that, subject to the conditions (45), (46) and
(49), the robust controllability set C“(K() is

maximal for the system (9).

3. NEW RESULTS
For any K (t) € IC, let define the sign-varying gain

—signh, (1) | K (1) |, h,(t) #0,
K@) =
—signh, (t+0) | K(t+0)1, h(2)=0,
t €10, tf) (51)
hat)
15
1+ |
05
0 t
-0.5
Iy 05 1 L5 2 25 3 35 4

10
K, K

Figure 2b: Illustration of the Equation (51)

The construction of the gain K (t) is illustrated by
Fig. 2. The set of all such functions is denoted /6 .
Remark 5 Due to (51), for all K(1)eK:
1K) e K.

Let extend the set of admissible gains to the set
K =KUKk. (52)

For K(t)€ K, the robust controllability set of a

linear and a saturated linear strategies is constructed by
Theorems 1 — 2 and Theorem 3, respectively. In this

section, the sets C_(K()) and C*(K(-)) are
constructed for K (e K.

3.1. Linear Strategy

Lemma 1 Let K(t) € K and I%(t) ek correspond
to K(t) by (51). Then for any initial position
(ty»2y) €S, and for any admissible disturbance

V(t), the initial value problem

2 =h (K@) z+h (1), z2(t)) = 2, (53)
is equivalent to the initial value problem
==l INK@) z+h,(t)v, z(t) =272, (54)

Proof. This lemma directly follows from the definition
(51) of the gain K(¢).

0
Theorem 5 Let K(t1)e K and Ig(t) ek
correspond to K(t) by (51). Let h/(t) has only a
finite number of distinct zeros on the interval [0, f].

Then the robust controllability set CZ([% () is
constructed by applying Theorems I -2 to the system

2= =1 () lu+ hy(1)v, (55)

with the strategy

u(t,z)=lK(t)lz. (56)
Moreover,
C.(K()) 2C,(K(). 57)

Proof. The first statement of the theorem is a direct
consequence of Remark 5 and Lemma 1. In order to
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prove the inclusion (57), it is sufficient to show that if
(ty,2,) € C.(K(-), then (t,,2,) €C (K(-)). For
this, let us show that any trajectory of the system (53),
starting from (%), 2,) € C.(K(:)), does not leave

C.(K(-)). Assume the opposite, i.e. that for some
initial point (#,,2,) € C,(K(-)) and for some
admissible  disturbance ~ V(¢), the trajectory
2, (11,24, V(")) of the system (53) leaves C (K(-))
through its upper boundary. This means that there exist

the time moment 7, €[f,,7,) and a number 0>0
such that  z,(#;1,,2,,v(")=Z,(t,) and for
tG(Il,tl +0):

Zz(t;tO’ZO’V('))>Zb(t)- (58)
Note that
—lh(OK@) 1 z<h()K(t)z, z20. (59)

Let z,(t;1,,Z,(t,),v()) denote the trajectory of the
system (9) for u = K(t)z and the same disturbance
v(t) as in (53), starting from the boundary point
(t,,Z,(t,)). Then, by applying Differential Inequality

Theorem (Hartman, 1964) to the systems (53) and (9)
with # = K(t)z, and by using the inequality (59),

2y (t;t()’ Zp» V()) < Zl(t;tl’ Zb(tl)’ V(')),

(60)
te(t,t,+9),

where 0 < 51 <. By definition of the robust
controllability set C (K (-)),

Zl(t;tla Zb(tl)’ V()) < Zb(t)’

(61)
te(t,t, +9).

The inequalities (60) — (61) contradict the inequality
(58), meaning that the trajectory Zz,(%;%,,Z,, V("))

cannot leave C_(K(-)) through its upper boundary.
The fact that it also cannot leave C (K(-))

through its lower boundary, is proved similarly by using
the inequality

—h (K@) z=2h(t)K(t)z, 2<0. (62)
]

3.2. Saturated Linear Strategy
Similarly to Lemma 1 and Theorem 5 in the case of a
linear strategy, the following lemma and theorem hold.

Lemma 2 Let K(t) € K and I%(t) ek correspond
to K(t) by (51). Then for any initial position
(ty»2y) €S, and for any admissible disturbance

v(t), the initial value problem

2= h(H)Sat(K())z +hy(t)v, 2(t,) =z  (63)
is equivalent to the initial value problem

z=—1h()1Sat(l K(t)12) +h,(t)v,

(64)
2(ty) = 2.

Theorem 6 Let K(t)eK and I%(t)ele
correspond to K(t) by (51). Let h/(t) has only a

finite number of distinct zeros on the interval [0, f].

Then the robust controllability set Czsm(k () s
constructed by applying Theorem 3 to the system

2= () lu+ hy(r)v, (65)

with the strategy

u(t,z) =Sat(l K(t) | 2). (66)
Moreover,
C(K() 2 C (K (). 67)

The following theorem is a direct consequence of
Theorem 4 and Lemma 2.

Theorem 7 Subject to the condition (46), the robust
controllability set CZS‘”(K(-)) is maximal for the
system (9) if and only if the inequality (49) is satisfied.

4. INTERCEPTION PROBLEM

In this section, the results of Section 3 are applied to an
interception problem with non-minimum phase
controllers. Consider a planar engagement between two
point-mass objects (pursuer and evader). The velocities

Vp and V, and the bounds of the lateral acceleration

commands a;?ax and a;nax of the objects are constant.

The geometry of such planar engagement is presented in
Fig. 3.

Proceedings of the Int. Conf. on Integrated Modeling and Analysis in Applied Control and Automation, 2012
ISBN 978-88-97999-12-6; Bruzzone, Dauphin-Tanguy, Junco and Merkuryev Eds. 17



Figure 3: Interception Geometry

In this paper, in contrast with (Glizer and Turetsky,
2012; Shinar, 1981), it is assumed that the controllers
of the pursuer and the evader are described by non-
minimum phase transfer functions

s—b. .
~,1=p,e, (68)
1+7s

1

H,(s)=

where bp T, b, and 7, are positive constants.

Assuming that the aspect angles ?, and @, are small,

the engagement can be modeled by the system (1). In
this system, X, is the relative separation between the

objects, normal to the initial line-of-sight; X, is the

relative normal velocity. Due to the non-minimum
phase form of the transfer functions (68), the variables

X, and X, are connected to the lateral accelerations of

the evader and the pursuer by

1
a,=x;+—v, (69)
T

e

1
a,=x,+—u, (70)

p
The controls of the pursuer ©# and the evader v are the
lateral acceleration commands, satisfying the constraints
2)-@)with p, = a;lax and p, = a;nax , respectively.
The final time is 7, =71, /(V, +V,), where 7; is the
initial range between the objects. In this example,

Vp=700 m/s, V, =800 m/s, r,=6 km, and,

consequently, # = 4 s. The matrix A is

01 0 0
1 -1

A=y 0 S 0 | 7y
00 0 -l/r

the vectors b and ¢ are

b(1)=(0,~1/7,,0,~(1+b, /7)),

(72)
c(t)=(0,1/7,,—(1+b,/7,),0)",

f(®)=0, x,=(0,x,,0,0)",

(73)
Xy =V,0,(0)-V,0,0).

The objective of the pursuer is to nullify the miss
distance |x,(¢,)1, ie. in the target hyperplane,

d =(1,0,0,0)",d,=0.
In the scalar system (9):
tp—t
() =A+r,b i =n0lt)=+—, 04

P

t,—t
hy(t)=(+7b )y ((t, -1/ 7)—L—, (5
T

e

where (&) Zexp(=&) + £—1.

For these coefficient functions, N, =N, =1,
C = —l/z‘p, C,=-1/z,, ie. the condition (18)
holds.

Proposition 1 If

l—exp(-t,/7,)

Pt (exp(—t, /T )+t It —1) 7o
p f p f p

then the function h,(t), given by (74), changes its sign
once in the interval (0,t,). Moreover, if the
inequality(76) is not satisfied, then h/(t) is sign-
constant for t € (0,1,).

Proof. Let start with the first statement of the theorem.
The inequality (76) is equivalent to the inequality

h,(0) > 0. 77
Note that
h(1,)=0. (78)

The derivative of the function A, (t) is

: 1
h()=| —+b, |exp(~(t; =D/ 7,)=b,, (19

p
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yielding

hy(t,) = Ti > 0. (80)

p
The relations (77) — (78) and (80) guarantee that the

function A, (f) changes its sign at least once in the
interval (0,7,).
Let prove that /,(f) changes its sign exactly once in

the interval (0,7,). Taking into account the equation

(85), it is sufficient to show that the derivative hl(t )

has no more than one zero in the interval (0,7,).

Indeed, due to (79), the equation hl(t) =0 can be

rewritten as
exp(~(t, ~1)/7,)=1,b /(1+7,b), (81)

which has no more than one zero in the interval
(0,7,). This completes the proof of the first statement

of the proposition. The second statement is proved by
similar arguments. L]

Consider the linear feedback strategy (19) with the gain
K@)y =Al(t, —1), (82)

where A > 0. Note that the gain (82) satisfies the
conditions (I) — (IIT). The characteristic numbers of this

gain, defined by (22), are Ny =3, C=2A. Note
that Ny=N,+2 and the
CC =-2A/7,<—(Ny —1)* = —4 is satisfied for

condition

A> Zz'p. (83)
Thus, for such a gain the conditions (IV) — (V) are also
satisfied and K (t) € K . Therefore, the strategy

u(t,z) = Az/ (1, —1)*, (84)

where A satisfies (83), is robust transferring from
S.={(t.2):1€[0,1,), zeR'} 10 (¢,,0).

Example. Let f, =4 s, rp:().Z s, a;lax =30
m/s?, b,=0.5 s, 7,=02 s, a)" =10 m/s?,
A =5 s. For these parameters, the inequality (76)

becomes bp > (0.263. In this example, bp is chosen

as  b,=0.7 s™'. The closed-loop system,

corresponding to the gain (82), is

X0
i

. 2+ hy (). (85)

The graph of the function A, (#) is depicted in Fig. 2. It
is seen that this function changes the sign from positive
to negative at £ = = 2.37 . Thus, due to (51),

. —5/(4-1)?, 0<t<i,
K(r)={ -1 < (86)

5/(4-1)?*, f[<t<4.

The equivalent closed-loop system (54), corresponding
to the gain (86), is

z==5Ih(t)1z/(4=1)" +h,(t)v. (87)

0 0.5 1 1.5 2 2.5 3 35 4 4

Figure 5: Interception Problem: the Functions
P(t,K(t)) and P(t,K(1))
In Fig. 5, the functions P (¢, K(¢)) and P(t,K (1))
are depicted. It is seen that Case 1 (see (27)) is valid for
both gains and 7 ={t,} ={3.19}. In Fig. 6, the
robust controllability sets of the linear control strategies
C.(K(?)) and C_(K(-)) are depicted, demonstrating
the advantage of the discontinous-sign gain

C.(K()) D C.(K()).

- - -Boundary of C.(K(+))

- —— Boundary of C.(K(-))

Figure 6: Robust Controllability Sets of the Linear
Control Strategies C_ (K (+)) and C (K(-))
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In Fig. 7, the robust controllability sets of the saturated
linear control strategies C.“(K(-)) and C:“(K())
are depicted, showing that, similarly to the case of

linear strategies, CZS“T(IE'()) > C(K()).

Z0 ‘ - - -Boundary of C5**( K(-))
— Boundary of C2**(K{-))

0 1 2 3 t04

Figure 7: Robust Controllability Sets of the Saturated
Linear Control Strategies C.* (K ()) and C;* (K ("))

5 CONCLUSIONS

In the paper, a linear controlled system having a sign-
varying control coefficient with bounded disturbance is
considered. Using for such systems a linear, or a
saturated linear control strategy with continous-sign
gain leads to a small (sometimes even empty) robust
controllability set. Earlier results for constructing the
robust controllability sets of linear and saturated linear
transferring strategies are extended to the case of a sign-
varying discontinuous gain. Such an extension is based
on the reducing the sytem with discontinuous gain
control to the equivalent system with a corresponding
continuous gain control. It is shown that by replacing
the continous gain with a properly chosen discontinous
gain the robust controllability set is substantially
enlarged. It is also shown that the robust controllability
set of a saturated linear control strategy is larget than
the robust controllability set of the corresponding linear
control strategy. These results are illustrated by the
example of an interception problem with non-minimum
phase controllers of the pursuer and the evader.
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ABSTRACT

The MPC algorithm concept is widely used in the
process industry, but its application in the formation
flaying control is rare. This paper presents a MPC
algorithm for the formation in an orbit based on the
leader-following  approach, the linear  model
implemented in the MPC algorithm is based on the
kepler's nonlinear dynamic equation for the relative
position. In the suggested control algorithm, a control is
to be applied as long as the formation is moving in a
prescribed target interval. As the formation leaves that
interval, the formation can be left to move naturally
after imposing the proper initial states to cause the
formation to return back to that interval with
approximately the required configuration.

Keywords: Formation keeping, model predictive control
(MPC), Lyapunov function

1. INTRODUCTION

Formation flying has been identified as an enabling
technology for many of NASA’s twenty-first-century
space and earth science missions. These missions will
help to revolutionize our understanding of the origin,
environment, and the evolution of planetary systems
(Mesbahi and Hadaegh 2001). The Air Force has Also
identified formation flying as a key technology for the
21* century.

According to (Lawton 2000), three principal
approaches have been developed to coordinate
spacecraft in formation. These are leader-following,
behavior-based, and virtual structure. In the leader-
following (LF) approach, one vehicle is chosen to be the
leader while the remaining vehicles are designated as
followers. The leader is responsible for achieving the
position and attitude goals of the formation mission
while the followers are responsible for achieving the
formation keeping objectives. In other words, the leader
tracks a prescribed trajectory while the followers track
the leader position and attitude with a prescribed offset.

(Kapila, Sparks, Buffington, and Yan 1999),
developed a control for low-earth orbit formation flying
in a circular orbit. The Clohessy-Wiltshire (C-W) linear
dynamic equations are used as a model for the relative

position. These equations were originally developed in
the context of the spacecraft rendezvous problem. A
pulse-based, discrete time feedback control strategy is
developed based on full state feedback control, and a
linear quadratic regulator (LQR) approach is used to
calculate the gains.

(Queiroz, Kapila, and Yan 2000), proposed an
adaptive nonlinear control for the problem of formation
keeping and its stability was proved using Lyapunov
approach. The full nonlinear position equations were
used for the descriptions of the position of the leader
and flower spacecrafts.

(Mclnnes, 1995), used simple analytic commands
to bring a loose ring of satellites into a perfect ring
formation with uniform intersatellite spacing in a
circular orbit. For each spacecraft, the Keplarian
equations of motion are used. A potential function is
constructed to maintain the relative orientation of
spacecraft. A control law is selected such that this
potential function is negative definite.

(Abdelkhalik and Alberts 2004), developed a
controller for the formation in an elliptic orbit based on
the leader following approach. The model of the
formation flying used for the controller is the
Keplarian’s nonlinear dynamic equations for the relative
position, the inverse dynamic techniques was applied
for developing the control low for the formation flaying
problem.

(Manikonda, Arambel, Gopinathan, Mehra, and
Hadaegh 1999), combined the feedback linearization
and model predictive control (MPC) to design a
controller for space formation keeping and attitude
control, the model used for the purpose of designing the
MPC controller is based on the assumption of no
coupling between each space craft. Moreover, (Breger,
How and Richards 2005), used Hill’s equations of
relative motion in circular orbit that governs the
spacecraft to remain inside a specified error box for a
formation flying control, the model with an assumed
noise were implemented in the MPC algorithm for a
formation flying control.

Formation members will, in general, naturally drift
away from each other when moving in separate orbits.
If they were given proper initial relative velocities that
are corresponding to their initial relative positions then
they will return to their initial configuration after an
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orbital period. If formation is required to maintain
station keeping over a certain target area then the
formation can be controlled during this period only and
then the formation will be driven to the appropriate
initial states for the free flying period.

The MPC algorithm concept is widely used in the
process industry (Henson 1998, AbdulRahman, Mokbel
and Soufian 2002, Rodrigues and Odloak 2000), but its
application in the formation flaying control is rare. This
paper presents a MPC algorithm for the formation in an
orbit based on the leader-following approach. In the
suggested control algorithm, a control is to be applied
as long as the formation is moving in a prescribed target
interval. As the formation leaves that interval, the
formation can be left to move naturally after imposing
the proper initial states to cause the formation to return
back to that interval with approximately the required
configuration. The linear model implemented in the
MPC algorithm is the same one that is used by
(Abdelkhalik and Alberts 2004). The performance of
the MPC algorithm is compared with the performance
of the nonlinear control technique based on the inverse
dynamic to Keplarian’s nonlinear dynamics relative
motion.

2. RELATIVE ERROR DYNAMIC MODEL
EQUATION

As the leader satellite moves in orbit (figure 1), a

certain desired location for the follower satellite also

moves with some offset from the leader position. Let

the position of the leader satellite ber’, the desired

position of the follower be r"“‘, and the follower

. i r " .
satellite position be /. The position of the desired
position relative to the follower position is:

Tar = Taes =1y 1)
This may be called the error in follower relative
position. The desired follower position relative to the

leader position is:

Var= Taes — i @)
The acceleration of the error in follower relative
position can then be written as:
Vg =Vaes =T =1, +r, — ry 3)

Recall from Kepler dynamics for two body motion:

b 7
rp=—H—5
hi 4)
- oo
rp=—pM-5+tu
ry
: Q)

where ¥ is the control thrust vector. By assuming that

Fa =0 , this is forced by control objective.

" 7
Ty = p=5—i— p—5
r; 7
(6)
follower|
&
/ |
e R
/ | /
[ ) J/ | S+ -~
— T —— 4
% e /_ﬁjlza!ler
e ra | /
4 | Jn
[ ) \ \rr /
\ | /
° \\I‘m: | /,/
[ \ ”

Figure 1 Relative positions of satellite in an orbit

Let x, y, and z be the components of the vector Y
expressed in the RSW coordinate frame as shown in
figure 1. The center of the RSW frame is located at the
leader satellite center, where R is a unit vector pointing
in direction from Earth center to satellite center, S is a
unit vector in the velocity direction normal to R, and W
completes the orthonormal set. Then the above dynamic
model can be linearized in a similar way to that
mentioned in (Inalhan, Tillerson and How 2002) to
yield:

X=—f+2ap+tay+| 0 —— |x
Vet
. . 2y M
y=—f, 20t —aox+| 0"+ |y
Vet ™
Z=—f + i}z
Vgt

According to the model given above in equation 7, the z
dynamics are decoupled from the orbital plane
dynamics and so can be controlled separately. In this
deployment only the orbital plane dynamics controlled.

3. MODEL
ALGORITHM
The core of the MPC algorithm is the model of the
plant, which can be in the form of a discrete state as

PREDICTIVE CONTROL

follows:
x(k+1) = f(x(k), Au(k))
Y (k) = h(x(k), Auk)) ©

With this model form, the future output response of the
plant can be predicted p-step ahead into the

future V (k+1) , where 1 = 1,2,...... ,p- The prediction
value (k+1) depends on the past actuation and the
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planned m-step ahead actuation {Au(ktj), j =1,2, ..., m-
1, m < p}. The planned moves {Au(k+j), j=1,2,.....m-1}
are determined as a solution to the following
optimization problem.

P m—1
J=p" Y (elk+il k) +y" D (Au(k+i/k))
i=1 i=0

)
Where, it can be noticed that the cost function index J
incorporates the errors e(k+i/k) which is the difference
between the future reference trajectory r(k+i/k) and the

predicted output of the system Wk +ilk) equation 10,
the change in the actuation moves Au(k+i/k), and the
weighting output yy and input yu.

e(k +i/k)=r(k+i/k)-§ (k+i/k)
(10)

(k1K) = flx(k +i— 1/%), Aulk +1 — 1/K)) fori=0

Outside the control horizon m, the actuation moves are
constant and their change Au(k+i/k) = 0. The first
element of the minimizing control sequence is
implemented on the actual plant. Then the whole cycle
of output measurement, prediction, and input trajectory
determination is repeated. This procedure is repeated
one sampling interval later with a new prediction
horizon, control horizon and reference trajectory
defined and new output measurement. Because the
prediction horizon remains of the same length as for the
previous sampling interval, but slides along by one
sampling interval at each step, this way of control is
called receding horizon strategy; the receding horizon
strategy makes a closed loop control law from the
original open loop using the actual state and output
measurement of the plant under control.

The optimal control sequence depends on the current
measurement y(k/k), the prediction horizon p, the
control horizon m, and the weights y* and y" . One of
the advantages of the MPC algorithm is its applicability
to handle in straightforward way multivariable
interactive control problems, and to extend to
constrained control problems.

4. LINEAR CONTROL BASED ON LYAPUNOV
FUNCTION

For the time variant system (LTV) in equation 7,

assume a Laypunov function (Abdelkhalik and Alberts

2004) of the form:

_1 Z > 1 -z 2
V—E[kxx + kyy )—|—E(x +77%)

v (lep 2% + le,yy7)
o= = (e 2 4+ ke yy
dt ¥ (11)

Xy

Substituting for acceleration from equation 7

yields,

subject to

dv . L . o .
P [ka.xx - k}.yy) —if, —¥f, + oty —xy)

Lo (xi yy) - % (21% - yp)
tae (12)

Let the control be as follow:

[ AV :
ﬁ,=(k,-|-w‘—T)x+xd,x+wy+2m}f

L tgt

f}_: (;I;}_-|-.:,,;2 +%)y+kﬁ}_]}—cb:c—2wi

Tegt

(13)
dv

"dr
Which is negative semi-definite, the equilibrium state

can be easily checked by setting:
dv _ dV _ dV __ dav _

dr  dx

= _kd:rx‘ - kd}'-!"r‘

dy d¥ " This makes
x=0,vy=0x=0,7v=0

By applying the controls to the equation of motion 7,
the closed loop system is:

= —kyi—kx ”

y= k d_}'}r k}'}?

5. SIMULATION RESULTS

A simulation tool was developed based on the MPC
Toolbox in the MatLab/Simulink environment. First, an
open response of the system to error initial conditions
was obtained using the linear model of the system based
on controller gains corresponding to ®,x = ®,y, = 0.0005
rad/second, and & = &, = 0.65. I t can be noticed from
figure 2 that the time for the positions and acceleration
of the system to return back to their zero initial
conditions is long enough.

o os 1 s 2 25 o os 1 s 2 25
f f
x10 x 10

0.5 1 15 2 25 0 0.5 1 1.5 2 25
Time [seconds] x10° Time [seconds] x10°

Figure 2 linear system response for errors initial
conditions
The objective of this work is to test the ability and
cabaplity of the linear controllers to bring the follower
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to be in distance of 100 m in the x-dirextion and 150 in
the y-direction from the leader. An elliptical orbit for
the leader was selected with the following parameters
(Abdelkhalik and Alberts 2004): semi-major axis is
6.7781e+006 m, eccentricity 0.005 and inclination of 96
[J, the follower positon is given as the initial conditions
for the x and y positions.

The closed loop response of the system having
parameters similar to those implementd in figure 2
shows unstability to bring the system to the desired
values. Hence the controller gains were modified to be
Oy = Oy = 0.003 rad/second, and &, = &, = 0.65. These
parameters give a good and fast closed loop response of
the system as shown in the following figure 3.

150
E 60 E 100
>

50,

0 50 100 150 200 250 0 50 100 150 200 250

50 100 150 200 250 - 0 50 100 150 200 250
Time [seconds] Time [seconds)

Figure 3 closed loop system response based on
Lyapunov function

The model predictive control (MPC) algorithm is
applied to the system in the interest to get improved
trajectroy tracking. For the purpose of testing the MPC
algorithm, the same formation configuration as in the
previous controller case is used, which means
consideing the model as time inveriant model by
making o, = 0y = 0.003, using a sampling period of 1
to make the model discrete, and do not consider
controlling the system in z direction. Moreover, the
output weighting matrix for the relative position in x
and y direction has been chosen to be y* = 2 and for
acceleration in both mentioned direction y* = 1, while
the input weighting y" = 0.9. in addition to the previous
mentioned configuration and parameters, the prediction
horizon has been chosen p = 5 and the control horizon
m = 2. The closed loop system response based on the
MPC algorithm is shown in figure 4. It can be noticed
from figure 4 that the MPC drove the system to the
desired x and y positions in short time compared to the
controller based on Lyapunov function and maintain
zero error in the control interval.

150

X[m]
Y

10 20 30 20 50 ) 10 20 30 40
Time [seconds] Time [seconds]

Figure 4 closed loop system response based on MPC
algorithm

CONCLUSION

This work demonstrated the feasibility of maintaining
the formation conditions in an eccentric orbit in a
prescribed interval. Two controllers are evaluated; a
linear Lyapunov function type controller and model
predictive control algorithm via simulation in the
MatLab/Simulink environment. Both controllers show
ability to control the formation and correct the initial
errors. MPC takes less time to reach the desired
positions comparing to the controller based on
Lyapunov function, Moreover, the control gains for the
controller based on Lyapunov function needs to be
tuned by simulation to meet the prescribed behavior,
and some gains may lead to instability.
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ABSTRACT

Modal analysis of multi-body systems is broadly used
to study the behavior and controller design of dynamic
systems. In both cases, model reduction that does not
degrade accuracy is necessary for the efficient use of
these models. Previous work by the author addressed
the reduction of modal representations by eliminating
entire modes or individual modal elements (inertial,
compliant, resistive). In that work, the bond graph
formulation was used to model the system and the
modal decomposition was limited to systems with
proportional damping. The objective of the current work
is to develop a new methodology such that model
reduction can be implemented to modal analysis of
multi-body systems with non-proportional damping that
are not modeled using bond graphs. This extension also
makes the methodology applicable to realistic systems
where the importance of modal coupling terms is
quantified and potentially eliminated. The new
methodology is demonstrated through an illustrative
example.

Keywords: multi-body systems, non-proportional
damping, modal analysis, model reduction,

1. INTRODUCTION

Modeling and simulation have yet to achieve wide
utilization as commonplace engineering tools. One
reason is that current modeling and simulation
techniques are inadequate. Specifically, a major
disadvantage is that they require sophisticated users
who are often not domain experts and thus lack the
ability to effectively utilize the model and simulation
tools to uncover the important design trade-offs.
Another drawback is that models are often large and
complicated with many parameters, making the physical
interpretation of the model outputs, even by domain
experts, difficult. This is particularly true when
“unnecessary” features are included in the model.

A variety of algorithms have been developed and
implemented to help automate the production of proper
models of dynamic systems. Wilson and Stein (1995)
developed MODA (Model Order Deduction Algorithm)
that deduces the required system model complexity
from subsystem models of variable complexity using a
frequency-based metric. They also defined proper
models as the models with physically meaningful states
and parameters that are of necessary but sufficient
complexity to meet the engineering and accuracy

objectives. Additional work on deduction algorithms for
generating proper models in an automated fashion has
been reported by Ferris et al. (1998), Ferris and Stein
(1995) and Walker et al. (1996). These algorithms have
also been implemented and demonstrated in an
automated modeling environment (Stein and Louca
1996).

In an attempt to overcome the limitations of the
frequency-based metrics, Louca et al. (1997) introduced
a new model reduction technique that also generates
proper models. This approach uses an energy-based
metric (element activity) that in general, can be applied
to nonlinear systems (Louca et al. 2010), and considers
the importance of all energetic elements (generalized
inductance, capacitance and resistance).  The
contribution of each energy element in the model is
ranked according to the activity metric under specific
excitation. Elements with small contribution are
eliminated in order to produce a reduced model. The
activity metric was also used as a basis for even further
reduction, through partitioning a model into smaller and
decoupled submodels (Rideout et al. 2007).

Beyond the physical-based modeling, modal
decomposition is also used to model and analyze
continuous and discrete systems (Meirovitch 1967).
One of the advantages of modal decomposition is the
ability to straightforwardly adjust (i.e., reduce) model
complexity since all modes are orthogonal to each
other. The reduction of such modal decomposition
models is mostly based on frequency, and the user
defined frequency range of interest (FROI) determines
the frequencies that are important for a specific
scenario. In this case, modes with frequencies within the
FROI are retained in the reduced model and modes
outside this range are eliminated. As expected, mode
truncation introduces error in the predictions that can be
measured and adjusted based on the accuracy
requirements (Li and Gunter 1981; Liu et al. 2000).

The element activity metric provides more
flexibility than frequency-based metrics, which address
the issue of model complexity by only the frequency
content of the model. In contrast, the activity metric
considers the energy flow in the system, and therefore,
the importance of all energy elements in the model can
be described. Previous work by the author addressed the
development and reduction of modal representations
using the bond graph formulation and using the activity
metric (Louca 2006). This work introduced a
methodology that reduces the model complexity by
eliminating entire modes or partial modes through
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modal elements (inertial, compliant, resistive). The
identification and elimination of insignificant elements
was performed with the use of the activity metric and
Model Order Reduction Algorithm (MORA). This
approach has advantages over frequency-based
reduction techniques; however, it has a significant
limitation in that it can only be applied to systems with
proportional damping and thus is not able to be applied
to realistic systems.

The objective of the current work is to develop a
methodology that overcomes the limitations of the
author's previous work, such that modal analysis and
model reduction can be applied to a more general class
of systems with non-proportional damping. In addition,
the activity metric will be formulated for systems that
are modeled with second order ordinary differential
equations (ODE), rather than bond graphs and first
order ODEs that were used in previous work. Second
order ODEs are typically derived from Lagrange’s
equations or Newton’s Law. These two additions will
make the activity metric a more appealing model
reduction methodology that can be applied to realistic
systems.

This paper is organized as follows: first,
background about the energy-based metric is provided,
along with the reduction algorithm. Next, the equation
formulation and modal decomposition of multi-body
systems with non-proportional damping is presented.
Then, the activity analysis of all modal elements is
introduced, along with the closed-form expressions of
the steady state activities. An illustrative example of a
linear quarter car model is also presented, in order to
demonstrate the development of its modal
decomposition and the evaluation of the coupling terms'
importance using the activity metric. Finally, in the last
section, discussion and conclusions are given.

2. BACKGROUND

The original work on the energy-based metric for model
reduction is briefly described here since it is the
foundation of the contributions in this paper. The main
idea behind this model reduction technique is to
evaluate the “element activity” of the individual energy
elements of a complex system model under a
stereotypic set of inputs and initial conditions. The
activity of each energy element establishes an
importance hierarchy for all elements. Those below a
user-defined threshold of acceptable level of activity are
eliminated from the model. A reduced model is then
generated and a new set of governing differential
equations is derived. More details, extensions, and
applications of this approach are given in previous
publications (Louca and Stein 2002; Louca et al. 2004;
Louca and Stein 2009; Louca et al. 2010).

The activity metric has been previously formulated
for systems with nonlinearities in both the element
constitutive laws and kinematics. In this work, the
activity metric is applied to linear systems for which
analytical expressions for the activity can be derived,
and therefore, avoid the use of numerical time

integration that could be cumbersome. The analysis is
further simplified if, in addition to the linearity
assumption, the system is assumed to have a single
sinusoidal excitation, and only the steady state response
is examined. These assumptions are motivated from
Fourier analysis where an arbitrary function can be
decomposed into a series of harmonics. Using this
decomposition, the activity analysis can be performed
as a function of frequency in order to study the
frequency dependency of the energy elements in a
dynamic system.

2.1. Element Activity for Linear Systems

The starting point of a model reduction process is a
system model, which typically includes complexity that
has minimal contribution to the accuracy of the model's
dynamic response. Thus, the goal of a reduction
algorithm is to identify this "unnecessary" complexity
in order to generate a reduced model that is easier to
analyze yet accurate. One approach to accomplish this
is the activity metric that was previously defined by the
author (Louca et al. 2010). The activity metric is
outlined below as it was originally developed for
models of multi-energy systems that are represented by
first order ODEs.

Models of dynamic systems consist of physical
energy elements that can store (inertia and stiffness) or
dissipate (resistance) energy. In addition, these can be
considered as generalized elements in order to have the
ability to model multi-energy systems, i.e., translational
mechanical, rotational mechanical, electrical and
hydraulic. A quantity that can be defined for all energy
elements in a model and it is independent of its energy
domain, is power. However, power is time dependent
and thus not a suitable modeling metric.

A measure of the power response of a dynamic
system, which has physical meaning and a simple
definition, is used to develop the modeling metric,
element activity (or simply “activity”). Element activity,
A, is defined for each energy element as:

A= ﬂp(t)\.dt (1)

where P(t) is the element power and 7 is the time

over which the model has to predict the system
behavior. The activity has units of energy, representing
the amount of energy that flows in and out of the
element over the given time 7. The energy that flows
in and out of an element is a measure of how active this
element is (how much energy passes through it), and
consequently the quantity in Eq. (1) is termed activity.

Element power is the product of generalized effort
and flow, which for the linear mechanical domain is the
product of force and velocity. Given this definition the
activity can then be rewritten as:

A= f]e(t) () -dt )
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For calculating the activity, the respective efforts
and flows must be known throughout the window of
interest [0,7]. Given the system linearity assumption,

the efforts and flows can be calculated using linear
system analysis theory. The state equations of a linear
system, along with the output equations, can be written
in matrix form as given below:

x=A-x+b-u

3
y=C-x+d-u )

The above system is assumed to have n states, one
input, and k outputs (one for each energy element in
the system).

The system has k, inertial, k, compliant and £,
resistive elements, thus,k =4k +k, +Fk,. Element
power is calculated by using either the effort or flow
and the constitutive law, and therefore, only k& outputs
are required for calculating the activity of all elements
in the system. The outputs are selected to be flow,
effort, and flow for inertial, compliant, and resistive
elements, respectively. The duals of these variables can
also be used for calculating element power. Also, the
parameters 7,,7,,7, are known constants representing
the linear constitutive law coefficients of inductance,
compliance and resistance, respectively. With the above
definitions, the power of each energy element is
calculated as:

Inertia: P =e, (r f1> [

1

Compliance: P, =e, e, (rp e/) 4)
P, =e, f —(TB fR> f

Resistance:
2.2. Activity Index and MORA
The activity as defined in Eq. (1) is a measure of the
absolute importance of an element as it represents the
amount of energy that flows through the element over a
given time period. In order to obtain a relative measure
of the importance, the element activity is compared to a
quantity that represents the “overall activity” of the
system. This “overall activity” is defined as the sum of
all the element activities of the system, is termed total

activity (A" and is given by:
A
ATota[ _ ZA7 (5)
i=1

where AZ. is the activity of the i" element given by
Eq.(1). Thus a normalized measure of element
importance, called the element activity index or just
activity index, is defined as:

f\p(t)| dt

Al =—i =20 (6)

i ATr)tul T

3 [|e)-at

i=1

The activity index, Al , is calculated for each

element in the model and it represents the portion of the
total system energy that flows through a specific
element.

With the activity index defined as a relative metric
for addressing element importance, the Model Order
Reduction Algorithm (MORA) is constructed. The first
step of MORA is to calculate the activity index for each
element in the system for a given system excitation and
initial conditions. Next, the activity indices are sorted to
identify the elements with high activity (most
important) and low activity (least important). With the
activity indices sorted, the model reduction proceeds
given the desired engineering specifications. These
specifications are defined by the modeler who then
converts them into a threshold of the total activity (e.g.,
99%) that he/she wants to include in the reduced model.
This threshold defines the borderline between the
retained and eliminated model elements. The
elimination process is shown in Figure 1 where the
sorted activity indices are summed starting from the
most important element until the specified threshold is
reached. The element which, when included, increments
the cumulative activity above the threshold, is the last
element to be included in the reduced model. The
elements that are above this threshold are removed from
the model. The elimination of low activity elements is
done by removing these elements from the model
description.

A

100+ !
| —
8 Threshold H‘

80+ Eliminated Elements

Cumulative Activity Index

60+

40+

Percent of Total Activity

Sorted Activity Index

) I\L‘ﬁ
‘ A —— >

t t 1 t t t t ¥ +
1 2 3 k-2 k-1 k
Element Ranking

Figure 1: Activity index sorting and elimination

3. MULTI-BODY SYSTEMS

The activity metric as described in the previous section
will now be introduced for multi-body systems. The
definition of the activity remains the same as stated in
Eq. (1), however, the modeling approaches for multi-
body systems typically result in second order ODEs. In
addition, the generalized effort and flow variables used
for defining the activity now become force and velocity
given that we have a mechanical system. Modeling of a
multi-body system through either Lagranges's equations
or Newton's Law generates differential equations in the
independent Degrees of Freedom (DOF). For the
purposes of the current work, the system is assumed to
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have no constraints, thus, represented by a set of
explicit second order ODEs. In addition, the system is
assumed to have generic damping that is not necessarily
proportional. For such a system with n DOF the set of
differential equations is given by:

M-%+B-x+K-x=f-u(t) 7)

In the above equation the matrices M, B,K € "

are constant, square, and non-diagonal and x € R" is
the vector with the physical coordinates or DOF. The
system has only one input, u(t), which is exciting the

masses through the input vector, f € R". The input is a
continuous function in time. Note that this system is
linear given that the matrices are constant.

The above equation can be used to obtain the time
response of the system that is required for calculating
the activity. However, the objective of the paper is to
reduce the modal decomposition model of a multi-body
system and not its physical model as given in Eq. (7).
Therefore, before continuing with the activity analysis,
the modal decomposition of the physical coordinate
ODEs must be generated.

This can be done with the modal analysis of the
undamped system, i.e., B=0 . The first step is to
calculate the natural frequencies and eigenvectors

(w”_i,vi), t=1,...,n, of the undamped system, through

the solution of the eigenvalue problem. The system
eigenvectors, through a coordinate transformation, can
then be used to generate a set of decoupled ODE:s in the
modal coordinates, z. The physical and modal
coordinates are related with the following
transformation:

x=Vz (3)
where V=|v v _ ...,v | is the orthogonal eigenvector
R 1 2 n
matrix.

In order to generate a set of decoupled equations,
the same coordinate transformation of Eq. (8) is applied
to the original system with damping in Eq. (7).
However, this is only possible when the system has
proportional damping, ie., B=aM+ 6K where
a,6 € . In the general case considered in this work,

the equations cannot be decoupled, due to the non-
proportional damping, and have the following form:

M-i+B-2+K-z=V'f-ult)=f-ut) (9

In the above equation the modal mass and stiffness
matrices are diagonal, however, the modal damping
matrix is not diagonal and is given by B=V'.B.V.
The diagonal elements of the modal mass matrix are
equal to one and the diagonal elements of the modal
stiffness matrix are the squares of the system natural
frequencies. The off-diagonal elements of the modal
damping matrix create the coupling between the

differential equations in Eq. (9) and their significance
will now be evaluated using the activity metric.

3.1. Activity Analysis

The modal decomposition of the physical system
produces a set of differential equations that are coupled
only through the off-diagonal elements of the modal
damping matrix. More specifically, Eq. (9) has the
following form:

1 0 0 11 12 1n
01 0 74 b21 b22 b2n 7
0o 0 - 1
nl n2 nn
. (10)
wj‘l 0 0
2
+ 0w, 0 z:fu(t)
0 0 2

n,n

The only way to decouple these equations is to
eliminate the off-diagonal terms of the modal damping
matrix. However, the significance of these terms, to the
system dynamic behavior and accuracy, must be first
evaluated before eliminated. The key contribution of
this work is to use the activity metric to evaluate the
importance of these terms to the overall system
dynamics.

In the background section the activity was
introduced as a modeling metric that can be calculated
for physical energy elements. The model in Eq. (10)
does not have any physical elements. However, it has
elements that exhibit the same characteristics as in the
physical domain. The model has modal mass, damping,
and stiffness that can be considered as energy elements.
Therefore, for each of these modal energy elements, the
activity can be calculated in a similar way that is given
in Eq. (4).

For the modal mass element the power, which is
needed for calculating the activity, is equal to the mass
velocity multiplied by the inertial force. Therefore, the

-1/ .
power for the " modal mass is:

]P)M,i:FM,i'Uz:(mii'éf)'éizéi'éz (1)
Similarly, the power of the modal stiffness element
is equal to the spring force multiplied by the spring

velocity. Therefore, the power for 4" modal stiffness is:

]P)K,i :FK,Y"UT’, :(]%ii.zi).zi :win.zi.zi (12)

Next, the power of the modal damping terms must
be calculated. A possible approach for calculating the
power would be to treat the system damping as a single
element, which would result in a single activity to
consider in the model reduction process. This approach
would be easy to implement, however, it is limiting
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given that it can only assess if the whole damping
matrix is important or not according to the activity
metric. A different approach, which was previously
used for calculating the activity of rigid bodies moving
in space, can be considered for more flexibility. For
rigid bodies in translation, the inertial forces were
evaluated for each DOF and the activity was separately
calculated for each DOF (Louca et al. 2004).

A similar and less restraining approach is to treat
each term of the modal damping matrix separately and
calculate the power and activity for each of these terms.

For the i" mode the total damping force acting on the
modal mass is given by:

FB,;:bn'z1+bi2'22+"'+bfy,,'évb (13)

Based on this force the total damping power can be
calculated by multiplying the above force with the
modal velocity as shown in the equation below:

]P)H,i :(bzl’é2+bi2'é2+"'+bivz .2n).2i (14)

This power consists of n terms and each term is
considered separately in order to maximize the

flexibilty with the elements that can be considered for

elimination. Therefore, the j” term of the power of the

i" damping force is:
S
]PBJ.]. =b,% 2 (15)

This approach allows the use of the activity to
eliminate unimportant terms from the modal damping
matrix, which can decouple the modal equations in
Eq. (10). In addition, for calculating the above power no
additional variables are required since the modal
damping power is a function of the modal velocities,
which are available after solving the differential
equations. Finally, given that the modal damping matrix
is symmetric, the power of symmetric terms is equal as

it can be seen from Eq.(15), i.e., ]P’M:P&ﬁ.

Therefore, calculating the activity of the upper off-
diagonal terms is sufficient for the analysis, i.e.,

Gj=1,...n|j>i.

Also the activity of each energy element, the
activity of the complete mode can also be calculated.
The mode activity is used to access the importance of a
mode, and then can be eliminated from the model if it
has relatively low activity. The modal power is equal to
the modal force (excitation) multiplied by the modal

velocity. Thus, the power for the 7" mode is:

P =F v =(f u)2 (16)

3.2. Steady-State Harmonic Activity

To calculate the activity of the elements and terms
described in the previous section, the linearity of the
system is exploited in order to derive closed-form

expressions. In addition, it is assumed that the system
excitation, u(t), is a single harmonic with unit
amplitude:

u(t) = sinwt (17)

where w € i is the excitation frequency. The steady
state response of the modal coordinates in Eq. (9) is
calculated using linear system analysis theory. This
gives the following closed-form expression for the

steady state time response of the i" modal coordinate:

z, (t,w) =7z (w) . sin(wt + o, (w)) (18)
where:
Z(w) = ‘G( jw) , is the steady state amplitude

b (w) = <IG( jw), is the steady state phase shift
G(s) = (52M+SB+K) i
The activity is calculated by Eq. (1) and the power
flow expressions in Eq. (11), (12), and (15), but first the
upper bound of the integral must be specified. For this
case, the steady state and periodicity of the response are
exploited. A periodic function repeats itself every T
seconds, and therefore, a single period of this function
contains the required information about the response.
For this reason, the upper bound of the integral is set to

one period of the excitation, 7 =1 = 27r/ w . Thus, the

steady state activity for the 4" modal mass is given by:

T T
A = [|P, @it = [|z2)at
0

0
= wagj“sin (wt + ¢7)cos (wt + ¢, )|dt (19)
= AT _ 27 (w)w’
Using the same approach as above the steady state

activity of the i" modal stiffness is given by:

T T

A;[ _ f’]p)m(t)‘dt = f‘u)ibzészt

0 0
= waij1|sin (wt + ¢Z)cos (wt + ¢, )‘dt (20)
0

= A7 =22 (w)w?

n,i

For the modal damping the activity is calculated
for each term of the matrix. Therefore, for the (i,7)
term of the matrix the steady state activity is given by:
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T

T
Ay = f ]P)B.,u(t)|dt - f‘b@ié./zf|dt

0 0

= bijZiijQz“COS<wt + gzbl)cos(wt + qzﬁj )‘dt D

S A =027 w
i) yoroJ

[g - 0]0059 + sin 9}

where 0(w) =6, (w) — ¢, (w)

, 96{0,77]

The activity of an entire mode is calculated the

same way. Thus, the activity of the 7" mode is given
by:

T T

A = [Pl = [|jzu()i

0 0
= fiij]‘cos(wt + gf)i)sin wt‘dt (22)
0

= A" = QfZi ((;SL, sin ¢, + cosqﬁi)
where ¢ € [— /2, 7r/2]

The methodology presented in this section allows
engineers to evaluate the importance of damping
coupling terms of modal decompositions. The modal
decompositions are of multi-body system models that
have generic damping and are not limited to
proportional damping. The calculated element activities
in Eq. (19), (20), and (21) can be used in MORA to
identify insignificant elements and eliminate them from
the model. The possible elimination of coupling terms
will generate a set of decoupled differential equations
that are easier to analyze and solve. In addition, mode
activity in Eq.(22) can be used to evaluate the
importance of an entire mode and possibly eliminate
modes with low activity. In the next section, an example
is used to demonstrate this new methodology.

4. ILLUSTRATIVE EXAMPLE

A quarter car model, which is extensively used in the
automotive industry, is chosen to apply the developed
methodology. The model consists of the sprung mass,
namely, the major mass supported by the suspension,
and the unsprung mass, which includes the wheel and
axle masses supported by the tire. The suspension is
modeled as a spring and a damper in parallel, which are
connected to the unsprung mass. The tire is also
modeled as a spring and a damper in parallel, which
transfer the road force to the unsprung mass (i.e., wheel
hub). The tire is assumed to always be in contact with
the road. The input to the system is a force, F(t),

applied to the sprung mass. Such force can represent
dynamic engine loads that are transmitted to the vehicle
body at the mounting points. The system is composed
of six linear ideal energy elements described by an
equal number of parameters. The ideal physical model
of the system is depicted in Figure 2 and the parameters
representing a medium sized passenger car are given in

the Appendix. For the set of parameters in the Appendix
the system does not have proportional damping.

F(t)AL

ms
kS bS
j T,
mu
ky by
7

Figure 2: Qua;tef car model

The system has two DOF (n=2) and the

equations of motion are generated using Newton's Law.
The DOF are the sprung mass and unsprung mass

T
position, i.e., X = {xs7xu} . The differential equations

for this set of coordinates are:

m. 0 | b, —b
’ X

(23)
s e g
-k k +F, 0

The first step of the proposed methodology is to
calculate the undamped natural frequencies and
eigenvectors. The parameters from the Appendix are
substituted in Eq. (23) and the analysis is performed
numerically using Matlab. The eigenvalue analysis
gives the following two natural frequencies and
eigenvectors:

w =79%6rads, v, ={ 0117 lig?
-5.451
(24)

w ,=762Tradss, v, =1 2018 l10
165.2

Then, the procedure outlined in Section 3 is used
to decouple the equations of motion in Eq. (23).
However, the equations cannot be completely
decoupled since the system has non-proportional
damping. Therefore, the equations as given by Eq. (10),
after applying the coordinate transformation given by
Eq. (8), become:

10 1.06 299
0 1 2.99 1497
(25)
4| 6394 0 |, _ ] 00612 F(t)
0 58166 0.0020
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The equations in the modal coordinates are
coupled through the off-diagonal terms of the modal
damping matrix. As expected, the mass and stiffness
modal matrices are diagonal. The activity metric will be
used next to evaluate the importance of a complete
mode or individual modal elements.

The steady state activity is calculated over the
range of frequencies 10> —10" rad/s that are well
below the low and well above the high natural
frequencies. The steady state response of the modal
coordinates is calculated using Eq.(18) for this
frequency range and it is shown in Figure 3. Note that
the second mode has two peaks since the modal
coordinates are not decoupled. The steady state modal
amplitude and phase shift will be used for calculating
the activities.

Amplitude [m]

Frequency [rad/s]
Figure 3: Modal coordinate frequency response

First, the activity of the complete modes is
calculated using Eq. (22). The frequency response of the
two modal activity indices is given in Figure 4. Mode 1
has the highest activity over the whole frequency with
an activity index of almost one. The second mode has

very low activity index (~107") at low frequencies,

which varies until it reaches a higher value (~107") at
high frequencies. These activity indices can be used to
generate a reduced model, which in this case, could be a
model that includes either mode 1, or mode 2, or mode
1 and 2.

10°
« — Mode 1
§ 10° —Mode 2
£ 102 } i
>
s // \\
g —

1 0_4 r //“ v i

e ‘ ‘ ‘
1072 107" 10° 10' 10° 10° 10°

Frequency [rad/s]

Figure 4: Modal activity index

The reduction is performed using MORA and a
reduction threshold is set to 99.95%. Given this
threshold, at low frequencies, a reduced model that
includes only mode 1 is necessary. This reduced model
is sufficient to accurately predict the response up to an
excitation frequency of 17.86 rad/s. After this frequency
both modes are needed in the model according to
MORA. In summary, MORA generates one reduced
model that includes only mode 1, which is valid for low
frequencies. The second model incudes both modes (no

reduction) and it is valid for higher excitation
frequencies.

To validate this result, a reduced model with just
mode 1 is generated and compared to the full model.
The comparison is made between the steady state
amplitude of the two DOF as shown in Figure 5. Note
that the top plot of this figure has the responses of both
the full and reduced model that overlay one another.
The reduced model accurately predicts the response of
both system coordinates for low input frequencies and
up to the frequency calculated by MORA (17.86 rad/s).
After this frequency the reduced model still accurately
predicts the amplitude of the sprung mass position, z_,
however, it does a poor job in predicting the amplitude
of the unsprung mass position, z, . The reduced model
predicts the amplitude of the sprung mass position with
a maximum error of 0.75% over the whole range of
excitation frequencies.

10
—10°F 1
£
2
107 4
-15
10 : ‘
107 10° 10° 10*
10°
Full
_ 10° L — Reduced| |
E
<
107 1
-15
10 : :
107 10° 10° 10"

Frequency [rad/s]
Figure 5: Reduced model comparison

Next, the activities of the individual modal
elements are considered, as introduced in Section 3.1,
which allow a “finer” activity analysis and model
reduction. The steady state activities are calculated
using Eq. (19), (20), and (21). Then the activity indices
are calculated and their frequency dependancy is
depicted in Figure 6. At low frequencies the most active
elements are the modal stiffness and diagonal modal

damping (b,,) of the first mode. These elements handle

the bulk of the energy flow induced into the system by
the input. As the frequency increases the activity of all
elements increases, and around the first resonance the

four modal elements of the first mode (m,,k,b 0, )

are the most active. At this frequency, the second mode
elements have lower activity since most of the energy
flow is handled by the first mode. Around the second
resonance the elements of the first mode are still the
most active, however, the activity of the second mode
elements have a peak. As the frequency continues to
increase, the activity of elements drops except for the
two modal masses for which the activity reaches a
steady state value. These results agree with the previous
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activity analysis for the entire modes since at least one
element from the first mode has the highest activity at
all frequencies. At low frequencies the first modal
stiffness is the dominant element, where at high
frequencies the first modal mass has the highest
activity.

10°

x
[}
2
} . —mi
= / o —b11
j3 g —k1
< -10 4
10 °r /// —m2
_— ——b22
- k2
——b12
15
10 ‘ ‘ ‘ ‘ ‘
107 10” 10° ' ? 10° 10*

Frequency [rad/s]
Figure 6: Element activity index

MORA is then applied to generate a series of
reduced models. Again, based on a 99.95% threshold,
the model complexity is determined as a function of the
engine load frequency. The first plot in Figure 7 shows
the range of frequencies over which each element is
included in the reduced model according to MORA.
The y-axis represents each element, where the thick line
defines the range of frequencies, over which the
element should be included, while no line implies the
range of frequencies over which the element is
eliminated. The second plot shows the number of
elements included in the reduced model.

b12
k2r Or—) 4

b22 [c — ]

m2r- (e
k1 b
b11 o © A
mi

Element

Included elements
N WSO N
.

10° 10° 10*
Load Frequency [rad/s]
Figure 7: Included modal elements, Threshold =

99.95%

=
o

-2

As shown in Figure 7, a low frequency excitation
requires only the modal stiffness of the first mode. This
is in agreement with theory given that this is a static
case (low frequency), where there is no motion and
stiffness characteristics dominate the response. Also,
the modal stiffness of the second mode is not important
since it is about two orders of magnitude stiffer than the
first mode and its deflection is insignificant.

As the frequency increases, the first diagonal
modal damping is included and then the first modal
mass must also be added. The next element to be
included, before the first natural frequency at 3.6 rad/s,
is the off-diagonal element of the modal damping. Right
before the first natural frequency at 5.9 rad/s, the second
modal stiffness is added. The same model is valid until
the second resonance where gradually all elements are
included.

For higher frequencies above the second natural
frequency the activity of some elements decreases and
they are eliminated from the model. For high frequency
input the modal masses have the highest activities and
they are the only elements included in the reduced
model. The individual element activity analysis agrees
with the analysis performed for the entire mode in
Figure 4, however, more reduction is accomplished due
to the finer calculation of the activity distribution. For
example, at low frequencies instead of including the
entire first mode only the modal stiffness is needed.
Similarly, at high frequencies only the two modal
masses are included instead of the entire modes.

The above analysis generates ten reduced models
that are necessary to accurately predict the system's
response over the whole frequency range. Each of these
models is unique and includes different modal elements
over specific frequency ranges. All these models are not
generated but one reduced model is developed and
compared with the full model.

2

10”

107 | :

107 | :

Z1 [m]

1078 | :

-10

10

10

-2

_4

10

Full
10° —— Reduced

107 | :

z2[m]

-10

107 ]

-12 L L

107 10° 10°

10

Frequency [rad/s]
Figure 8: Mode comparison: Full vs decoupled

The key objective of this work is to evaluate the
importance of the coupling (off-diagonal) terms of the
modal damping matrix as it was shown in Figure 7.
Therefore, a reduced model without the off-diagonal
damping terms is generated, which consists of two
decoupled under-damped modes. This model is valid
for low frequencies up to 3.6 rad/s and from 597 rad/s
up to high frequencies. The reduced model over these
ranges of frequencies according to MORA has more
elements removed, however, for simplicity only the off-
diagonal damping terms are eliminated. The comparison
of the steady state amplitude between the reduced and
full model is shown in Figure 8. The reduced model is
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accurately predicting the steady state amplitude of both
modes over the whole frequency range, except over the
frequencies (3.6 - 597 rad/s) where the off-diagonal
damping term has high activity and should be included
in the model.

5. DISCUSSION AND CONCLUSIONS

A new methodology for decoupling modal
decompositions of multi-body systems is developed in
this paper. The methodology uses the activity metric to
quantify the importance of coupling terms, which can
then be eliminated using MORA if they fall below the
user-specified threshold. The activity metric can also be
used to identify unimportant elements within a mode
and achieve even further reduction in the model size
and complexity. The new methodology overcomes the
limitation of a previously developed procedure and
gives engineers the ability to reduce modal
decompositions of real systems with non-proportional
damping.

The importance of coupling terms is measured
using the activity metric. This enables the elimination of
these terms when their activity index is low compared
to the other elements in the system. This is the main
contribution of this work and it was shown that the new
methodology generates simple, more computationally
efficient, yet accurate models. In addition, the
decoupled equations provide more flexibility when they
are used for analysis or design purposes.

It is shown that when considering the sinusoidal
steady state response, the derivation of analytical
expressions for the activity as a function of the input
frequency is possible. It is also shown that the activity
varies with the frequency content of the excitation. This
is expected as different input frequencies excite
different system dynamics; nevertheless, the activity
metric quantifies the contribution of each energy
element to the system dynamic response.

The developed methodology is valid for a single
harmonic input, however this is not a limitation since
generic inputs can also be addressed. For generic inputs,
the reduced model can be generated using a Fourier
expansion of the input into a series of harmonics. Using
this decomposition, the activity analysis is first carried
out for a single harmonic excitation under steady state
conditions. Then, since the system is linear, the effects
of each harmonic are superposed to get the aggregate
response caused by this generic input. The same
approach can be used for controller design in order to
use reduced models that are accurate given the
controller and disturbance bandwidth.

The importance of individual modal elements, in
contrast with a complete mode, can be addressed and
lead to a significant reduction in model size. The
benefits from this reduction are twofold. First the
reduced size of the model should result in an equivalent
reduction in computational cost. Second, the
identification of low activity, and thus unimportant
elements, reduces the development time since for these
elements less accurate parameters can be used. In the

example provided in this work the parameters were
calculated and acquiring these parameters was
inexpensive, however, in other cases modal parameters
are measured experimentally, which can be an
expensive process.

The results of this paper provide more insight into
the nature of the reduced ordered models produced by
MORA, and therefore, demonstrate that MORA is an
even more useful tool than previously realized for the
production of proper models of nonlinear systems. Also,
a new methodology for addressing the importance of
modes in modal decomposition has been developed.
This methodology can handle complete modes,
individual modal elements, as well as modal damping
coupling terms.

APPENDIX

Quarter Car Parameters

Sprung Mass m_ = 267kg
Suspension Stiffness k, = 18,742 N/m
Suspension Damping bs = 340 N-s/m
Unsprung Mass m = 36.6kg

Tire Stiffness kt = 193,915 N/m
Tire Damping b, = 200 N-s/m
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ABSTRACT

This paper focuses on some specific industrial cases in
the area of condition monitoring, fault detection,
diagnosis and decision support system methods. The
paper briefly describes the cases, describes the existing
methods, if any, and lists the specific challenges.

Keywords: Condition monitoring of industrial
equipment, Review of industrial methods.

1. INTRODUCTION

Fault detection and diagnosis has been an active and
important field for petrochemical plants. It has not been
given the same level of attention in other process
industries; especially metallurgical and material
processing plants. But as the competition is growing in
the world market, the fault detection and diagnosis is
becoming important in all types of industries to reduce
unexpected situations and to avoid unplanned
shutdowns. The other important parameter for the
motivation in this direction is health and safety issues
arising from unexpected faults.

The work presented here is a part of an initiative
taken by Teknova to work together with local industries
in southern Norway with a focus on methods and tools
for fault detection, diagnosis and decision support
systems. The first step in this initiative is to survey the
existing methods and tools in practice. The survey was
focused to categorize the methods in three categories:
measurement methods, fault detection & diagnosis
(condition monitoring) and decision support system.
The survey is intended to look at the methods applied
for identifying faults both in process and operating
equipment. However, most of the work presented here
is focused on the equipment aspects.

In order to have a fault detection & diagnosis (or
condition monitoring system) it is very important to
have enough measurements from a process or
equipment. However it is not always possible to
measure key variables/parameters to monitor a process
or equipment well enough. Especially the process plants
being surveyed were metallurgical plants, where the
operating temperatures for some process operations
exceed 2000°C.  Furthermore, the  corrosive
environment, dangerous fluids/gases and closed systems
make it even more difficult to measure the key
variables. For some types of equipment, e.g. pipes
handling different types of fluids, it may be
cumbersome to have manual periodic monitoring
equipment. There can be situations where it is better to

have contact-free sensors with regard to health and
safety issues. Even though there are lots of
advancements in various measuring technologies, the
application of these advanced technologies for
metallurgical plants has to overcome a lot of challenges.

In some cases, it is almost impossible to apply any
technology to measure key process variables or
performance parameters of equipment. In these
situations, modeling plays an important role to develop
soft sensors to estimate the immeasurable variables. In
traditional process industry, where application of
models for control and state estimation purposes has not
been a practice, it is a challenge to make the transition.
Especially, in situations where mathematical models
cannot be applied and knowledge based and/or data-
based models are useful, it is even harder to make
engineers interested in developing and implementing
these kinds of models.

For some cases, there are measurements available,
but it is a challenge to have dedicated human resources
to use the measurements for the purpose of condition
monitoring of the equipment. It appears very common
that there is a lot of historical data of the process
measurements which is not being used for any purpose.
The field of industrial diagnosis is not being applied at
the same level in different process plants. The reasons
can be many; the size of the plant, the age of the plant
and the experience from before, availability of human
and economic resources etc. Even in the case where
there is an interest for using the data to gain useful
knowledge, it is a challenge to convince other
engineers/operators to have a transition from more
human control to less human control in the plant.

Decision support system plays an important role
once a fault is detected. For the plants operated by
operators, it is very important to have an optimal design
of decision support systems; design of Human Machine
Interface (HMI) screens, placement of screens, color
design, alarm level design and display etc. For some
critical equipment failure and unexpected process
operating conditions, the decision support system plays
a key role for the operators and engineers to make
important decisions in a short time interval.

1.1. Overview of the state of the art

At this juncture, we shall give a brief overview of the
most prominent state of the art techniques used in the
field fault detection and diagnostics. In one hand, fault
detection and diagnosis methods fall into two main
families, namely, Quantitative methods
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(Venkatasubramanian et al 2003a) and Qualitative
methods (Venkatasubramanian et al 2003b). In the other
hand, other taxonomies divide the later techniques into
History based approaches and Model based approaches
(Venkatasubramanian et al 2003c). The cross-
combination of these aforementioned taxonomies
results into four classes illustrated in Figure 1.

Diagnostics and
Prediction Methods

History
Based

Quanittative
methods

Qualitative Quantitative Qualitative
methods methods methods
Figure 1: Classification of failure detection and
prediction techniques.

Failure isolation refers to the ability of the diagnostic
methodology to discriminate between the different types
of failures and trace their root causes (Dash and
Venkatasubramanian 2000). Fault isolation seeks to
identify a cause-effect relationship that is susceptible of
explaining the reason behind system deviation. In this
perspective, Fault trees (Lapp and Powers 1977) have
been extensively used for failure isolation. They are
based on backward reasoning where the symptoms of
the failure are first identified and then traced back using
backward chaining to a possible root cause that can
justify the process’s mal-functioning.

Bayesian networks are a popular technique for
fault diagnosis which bears similarities with the fault
tees (Przytula and Thompson 2000). Statistical
knowledge of the process and failure occurrences are
summarized in a graph which edges represent cause-
effect relationships. In the absence of statistical
knowledge, the graph can be constructed by knowledge
experts that specify the conditional probabilities of the
occurrence of a system event given observations
(symptoms) in a form of tables attached to each node.
Bayesian networks have shown great permit in complex
systems where human expert attention might easily
become overwhelmed by the overabundant possible root
causes of a failure. Usually, the hypothesis that
dominates the other hypothesizes in terms of probability
is identified as the root cause of the failure.
Nevertheless, a sorted list of the eventual root causes of
the failure ordered by their respective probabilities
given the symptoms can assist the human expert in the
presence of uncertainties. Case Based Reasoning (Guiu
et al 1999) is a widely used technique for identifying
faulty situations by leveraging historical knowledge of
the process. In Case Based Reasoning, the status of the
monitored process is compared to previously
encountered failure situations from historical data

accumulated over experience. A distance similarity
measure is employed in order to situate the current
status vis-a-vis previously encountered failures. The
later distance is usually computed in form of a weighted
combination of the difference between the current status
of the monitored process variables and the historical
process data. Nevertheless, the main shortcoming of
Case based reasoning is its inability to predict and
recognize novel classes of failures that are not present
in the historical data. It is worth mentioning that
Bayesian Networks and Case based reasoning belong to
the class of qualitative based methods. Knowledge
based Expert Systems (Becraft and Lee 1993) are
another widely used method for failure diagnostics and
prediction. Knowledge based Expert Systems are
constructed via collaboration between a knowledge
engineer and domain experts. The simplest form of
knowledge based expert system is defined by
antecedent part and a consequence part which maps
these system observations to a fault mode. These rules
reflect the expert knowledge experience about the
system. There are three main challenges when
constructing such expert systems: the issue of
completeness of the set of rules to cover all states of the
system, the eventual huge number of rules and the
possibility of creating conflicting rules. Neural
networks (Hoskins and Himmelblau 1998) are a form of
quantitative methods that are based on the history of the
process. Neural Networks are particularly useful in the
absence of a model of a physical model of the process
being monitored. Neural networks are able to extract
hidden knowledge from process data by deducing a
mathematical mapping between the inputs of the
process and the classes of failures. When it comes to
failure diagnostics and prediction, the Neural Network
is fed by training data from the different failure modes
as well as from the normal operations modes. The
Neural network consists of different layers of neurons
where the input of one layer serves as output to the next
layer. Back-propagation is probably the most successful
technique for updating the weights of the neurons in a
Neural Network. In Back-Propagation update mode, the
weights are adjusted using a gradient approach in order
to mitigate the error between the computed output of the
neural network and the expected output from the labeled
training data. The main shortcomings of Neural
Networks are twofold. First, Neural networks give good
performance in already known situations while usually
fail to predict novel failures for which there is no
training data. In addition, it is not possible to express
and extract the learned rules of the neural networks in a
human readable form.

Machine Learning techniques have been also
widely deployed in the area failure diagnosis and
prediction. The adopted Machine Learning techniques
can be broadly divided into two main classes, namely
Regression techniques and Classification techniques.
Regression paradigms aim to deduce mathematical
expressions that fit the training data. Principal
Component Analysis /Partial Least Squares (Wold et al
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1984) have received a lot of attention when it comes to
creating a statistical model of the failures occurrences
by reducing the dimension of the space containing the
variable of the monitored process and then applying
multivariate regression techniques in order to relate the
process input variables to the output variables.
Gaussian Processes (Rasmussen and Williams 2006)
have recently emerged as intriguing technique for non-
linear regression that started to gain popularity. Pattern
recognition classifiers have also been used in the field.
These techniques include Support Vector Machines
(Poyhonen et al 2002) and Decision trees. In some
cases, the different classes of faults cannot be separated
in a low dimensional space by a linear classifier;
therefore Kernel based techniques are used to map the
low dimensional space into a high dimensional space
where the faults classes are separable. Other statistical
methods include Clustering and Data Mining
techniques. Clustering and Data Mining techniques are
two forms of quantitative based techniques that have
found many applications in the field of failure
diagnosis. It is worth mentioning that clustering is a
form of wunsupervised learning in contrast to
classification techniques such as Support vector
machines and decision trees that are forms of supervised
learning. In Data Mining, association mining rules is a
known method (Agrawal and Srikant 1994) that permits
to discover frequent episodes in event sequences which
are able to predict the failure in advance.

Model based techniques are based on deep
knowledge of the mathematical model that governs the
monitored process. Kalman filters (Frank et al 2000) are
probably the most popular model based techniques for
failure prediction and diagnostics. The advantage of
Kalman filter resides in their recursive update form
which makes it computationally and memory efficient.
In fact, Kalman filter relies on the last measurement in
order to create an estimate of the state of the system and
does not consequently require storing the whole
historical data of the process.

Residual based methods (Gertler and Monajemy
1995) resort to the concepts of residual generation
which represents the difference between various
functions of the outputs and the expected values of
these functions under normal (no-fault) conditions. The
procedures for residual generation vary from hardware
redundancy (voting schemes) to complex state and
parameter estimation methods.

The following industrial cases are presented in the
sections to follow; Condition monitoring of pipes,
Condition monitoring of valves, Condition monitoring
of heat exchanger tubes, Water leakage detection &
control and Failure prediction of hydraulic systems.

2. CONDITION MONITORING OF PIPES

One of the industrial cases reported in this paper is
about condition monitoring of pipes belonging to a
plant in the process industry. The objective is twofold:
to perform cost-effective condition based monitoring,

and to fulfill government imposed rules about health,
safety and environment.

In the case studied, the company has a large
number of pipes in use, with an accumulated length of
many kilometers.  For pipes carrying hazardous
substances, condition monitoring is mandatory. The
owner of the plant is responsible for a safe operation,
and has to come up with adequate procedures. This
chapter describes an effort to meet these requirements.
The majority of the pipes are thin-walled, most of them
with 3 to 6 mm wall thickness.

The methods considered, in addition to visual
inspection, are ultrasonic wall thickness, x-ray, and
pressure testing. For the critical pipes at this plant,
acceptance criteria for wall thickness loss after
ultrasonic inspection are defined as follows:

e 0-5% is OK within measurement uncertainty.

e 5-10% Increasing attention during subsequent
inspections.

e >10 % Physical check-out, disassembly, X-ray
inspection, replacement.

A plan for measurement points has been made,
limiting the total number of check points to 1000,
taking into account the consequences of leakage, and
experience with location of problem spots. Locations at
the pipes with highest flow velocities have been chosen,
such as the outside of pipe bends, and especially bends
immediately downstream from pumps, see Figure 2.

X\

Figure 2: Location of inspection points at the outside
of a bend.

Also, points for inspection are selected downstream
from reductions in cross-section, near the first weld,
where the flow velocity is increased, see Figure 3.

—_ ¥
—
—

Figure 3: Location of inspection points after
reduction in cross-section.
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With completely fluid-filled cross-sections, points
are selected at the top, bottom and on the sides (at the 3,
6, and 12 o’clock positions), see Figure 4.

y

\

Figure 4: Location of inspection points for
completely fluid filled pipes.

With partly filled pipes, inspection is made at the
bottom and at the normal liquid level, see Figure 5.

Figure 5: Location of inspection points for partially
fluid filled pipes.

At water locks, several points along the axis near
the bottom are chosen, and with bends in the vertical
plane trapping air, the first point in the flow direction
near the liquid to air contact is chosen, see Figure 6.

Ry

O

Figure 6: Location of inspection points at air traps.
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Figure 7: Location of inspection points at water
locks.

These points are marked, as shown in Figure 7,
after inspection in order to compare subsequent
measurements and make trend plots for close checking
of material loss in the 5 — 10% range. Even an
inspection plan of 1000 points is a formidable
undertaking. Results shall be archived, and the
measurement locations should be marked very precisely
for subsequent inspection and comparison.

Pressure testing should be avoided, since it could
lead to leakage of hazardous material and exposure of
humans. In cases with harmless fluids it can be used if
care is taken to protect the operators well.

2.1. Ultrasonic wall thickness measurement

For the wall thickness measurements, the primary
method used is recording of travel times for pulse-echo
ultrasonics (NDT Handbook). This means that a short
pulse train of ultrasonic energy is generated and
transmitted from a piezoelectric transducer, and the
instrument switches to listening mode after a short dead
time. An echo of the transmitted pulse is then detected
when the input level rises above a manually or
automatically set threshold, or the detection can be
based upon the time difference between multiple echoes
travelling back and forth between the front and back
wall several times.

The length of the pulse train and the minimum dead
time determines the minimum wall thickness that can be
measured. The time difference between multiple echoes
gives a better estimate of wall thickness than the time to
the first echo, provided that the subsequent echoes are
strong enough.

The above case, with wall thickness 3 to 6 mm, and
a goal of detecting a 5% material loss, requires fairly
high-frequent and wide-band ultrasonic signals.
Ultrasonic transducers should be selected for having
well damped, short pulse trains. The center frequency
should preferably be above 5 MHz with a pulse
signature consisting of less than 2.5 oscillations before
the signal is reduced to below 20% of the maximum
amplitude. This corresponds to a 0.5 microsecond pulse
length, which with good margin ensures a minimum
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detectable wall thickness of 1.5 mm, given an
approximate sound velocity of 6 mm per microsecond.

Other methods, such as autocorrelation and
inversion methods can also be used to find the desired
time differences, and may give more accurate results
than estimating ultrasonic travel times from simple
thresholding of the received pulse amplitudes. These
methods require more skilled signal analysis, but will
give more precise results, especially with repeated
surveys after a certain time interval, e.g. 6 or 12 months.
To gain the most from repeated measurements, the same
probe should then be located at exactly the same
position as the first measurement, not only close to a
point marked by a pencil, but preferably guided by firm
side supports glued to the pipe.

For location of cracks or bad welds, there are other
ways to configure ultrasonic inspection, using two or
more transducers, or using non-normal angles of
incidence. One of the principles used is then to direct
the ultrasound away from the probe position, and if the
material to be inspected is homogeneous and free from
cracks, nothing will be reflected or scattered back to the
probe. Reflected energy detected within a certain time
window will therefore indicate defects located at a
distance corresponding to this travel time.

Another powerful technique is called TOFD, Time
Of Flight Diffraction. This method makes use of the full
waveform of the ultrasonic pulses transmitted and
received. The set-up is a separate transmitter and
receiver, e.g. on each side of a weld to be inspected.
The transmitter-receiver pair is moved along the weld
and closely spaced recordings are made. The waveforms
are plotted in grey-scale and interpreted in terms of
diffraction theory, similar to wave optics. This makes
visualization of small defects possible.

3. CONDITION MONITORING OF VALVES
When a process plant has a very high number of valves,
it becomes a challenge to monitor them. Especially
when valves are used to control critical fluids and even
a small leakage in a valve cannot be tolerated, it
becomes even more challenging. The following are the
challenges in order to have online condition monitoring
of valves:
e Too many valves of different types from
different suppliers
e Different types of valves carrying different
types of fluids
e Offline testing may be an option but it will
lead to down time for the plant
e Predictive maintenance is preferred over
periodic maintenance

To develop a condition monitoring system for
valves, various aspects have to be taken into account.
Suitable sensors are required depending on the type of
valve, purpose of valve and criticality of valve for plant
operation. Once the sensors are identified, an optimal
wireless data logging system is required to collect data
from the valve sensors, and to process and analyze a

the data. Decision support system is to be designed to
help operators identify a faulty valve with sufficient
information; location of valve, type of fault, severity of
fault, manufacturer with contact details etc.

4. CONDITION MONITORING OF HEAT
EXCHANGERS

There are several commercial Non-Destructive Testing
(NDT) condition monitoring methods available for heat
exchangers; Ultrasonic testing, Visual inspection,
Magnetic particle inspection, Helium leak test and Eddy
current testing (Melingen 2010). All the techniques are
briefly described, with more attention given to the Eddy
current testing, as it is being used as the standard
method by the company which presented the case.

4.1. Ultrasonic testing

A transducer sends a high frequency ultrasound pulse
through the material and based on the reflected wave
characteristics, the condition of the heat exchanger can
be quantified. The advantages of ultrasonic testing are
the following; it is sensitive towards both surface and
subsurface discontinuities, the depth of penetration
deeper compared to other methods, it can measure
corrosion through thick walls, and furthermore it can
also quantify the size of pits. However there some
challenges to use this method; reliability of the method
can be affected by poor surface finish, thick paint, and
temperature. Only skilled personnel can perform the
testing.

4.2. Visual inspection

Rigid/flexible  fiber-optic ~ boroscopes can give
information about the condition of tubes/plates in heat
exchangers. This method can be less expensive but it
has its own limitations related to quantifying different
types of faults.

4.3. Magnetic particle inspection

This method utilizes the magnetic properties of the heat
exchanger material to detect a crack. The method is
easy to apply and gives quick results. This method can
be used for detecting cracks on the surface.

4.4. Helium leak test
Helium is used as trace gas in this method. The gas is
pumped to the heat exchanger and a spectrometer is
used to detect any leakage. It gives accurate results
regarding the leak but it cannot be used to detect other
faults than the leakage.
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Figure 8: Decision support system from Force
Technology

4.5. Eddy current testing
Eddy current based technology is being used to detect
faults in thin heat exchanger tubes. The condition
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monitoring using eddy current based technology has
several advantages, some of them are listed below:

e Very effective to detect cracks

e  Gives immediate results

e Lot of data is available from test which can be
analyzed to predict time for the next
maintenance/replacement
Portable equipment and contact-free
The user interface system, for example from
Force Technology (Force Technology) is very
intuitive to find the severity of the fault and
location of faulty tubes, see Figure 8.

However there are some challenges which are listed
below:

e Calibration of the equipment is very specific to
the material. Hence the equipment can only be
used for inspection of particular equipment. If
shall be used for other equipment, lot of
calibration is necessary

e The results of inspection are sensitive to the
thickness of the material.

Figure 9: Manifolds for cooling system at Eramet furnace. Ultrasound flow meters are mounted on the inlets and
outlets, and water leakages are detected by investigating flow differences.

5. WATER LEAKAGE DETECTION AND
CONTROL

In metallurgical plants, for instance Eramet Norway, it

is necessary to handle molten materials in different unit

operations. As the operating temperature can be as high
as 2000°C, it is necessary to have a cooling system for
the operating equipment and it is common to have water
as the cooling liquid. In this circumstance, it is very
critical not have any water leakage from the cooling
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system onto the molten material as the leakage would
lead to explosions. Such explosions are of great concern
for the safety of operators. Explosions caused by water
leakage will also lead to equipment loss and possibly
long term shutdown of the plant (even if the equipment
is working, the plant may be shut down while the
accident is investigated). The Norwegian government
requires the plant to have a reliable system to identify,
quantify and handle water leakages. The regulations
also state that the water leakage alarms should be
handled separately from other technical alarms due to
the potential for serious dangers.

As the cooling system supplies cooling for different
types of equipment, there can be a large number of
water circuits. As a first measure to avoid leakages, it is
important to use only clean water. This will minimize
clogging and corrosion of pipes, and also ensure good
cooling of the furnace hood. Monitoring of individual
circuits for a leakage requires heavy instrumentation.

One system which was considered, but found
unsuitable, was based on infrared imaging. IR images
would be able to tell where a leakage occurs. However,
automation of such a system is complicated, and since a
large area has to be covered, many expensive cameras
would have to be installed. Instead, a system has been
implemented with two ultrasound flow instruments for
each water circuit — one at inlet and one at outlet, see
Figure 9. The difference in the flows at the inlet and
outlet is compared to an estimate of the standard
deviation over a specified time, to detect a fault. This
statistical analysis is required to distinguish leak
detection from measurement noise in a robust manner.
Leaks down to 40 1/h can be determined using this
method without or very few false alarms.

A good decision support system is designed to
make sure that the leakage circuit is controlled/closed
once a water leak is detected in a particular circuit. The
flow instruments provide an opportunity to quantify
leakages, and thus differentiate between critical alarms
and alarms indicating small leakages, which do not
require immediate action. These alarms are indicated by
different colors in the HMI. The display observed by the
operator also gives a clear message about which circuit
is failing. It is important to train operators with
operational procedures, what to do in the event of a
water leakage in the cooling system corresponding to a
critical equipment.

Overall the following are identified as the key
challenges to have an optimal condition monitoring
system for a process/equipment in the plant:

e Measuring key process/performance variables
due to challenging process operating
conditions

e Enough motivation for developing and
implementing models for the application of
fault detection and diagnosis

e Dedicating human resources for data analysis,
and a challenge for a transformation from a
more human control to less human control in
process plants

e  Optimal and intuitive decision support system
design

6. FAILURE PREDICTION OF HYDRAULIC
SYSTEMS

Off-shore industry relies heavily on hydraulic drilling
equipment. Failure Prediction of hydraulic systems is an
area of research which has recently attracted a
considerable amount of research (Angeli and Atherton
2001). These systems are prone to wear over time
leading to performance degradation and, ultimately, to
failure. Due to the high cost of downtime in off-shore
industry, detecting the wearing out of a component
should take place at an early stage in order to avoid
prominent failure.

[3 Vi, Cd, w, p

pL

CL

H H— O
—

=

s

XWTI"\_Iq—Xv

3
=

Figure 10: Nonlinear hydraulic-mechanical system
with control valve and Nonlinear hydraulic-
mechanical system with control valve and and
hydraulic cylinder exerting forces on the object to be
handled. Total load mass M, equivalent spring
coefficient k and damping.

Too low forces in drilling operations might result in
loss of grip while too high forces might jeopardize the
drilling pipe. In a recent study pertinent to hydraulic
drilling pipes (Choux and Blanke 2011), the authors
devised an approach for prognosis that involves
monitoring changes in two key parameters of the
hydraulic system, namely leakage coefficient between
the cylinder chambers and friction coefficient against
the piston displacement. This stems from the fact that
an increase of friction or the leakage coefficient lead to
loss of grip. The nonlinearity of the hydraulic drilling
equipment constitutes an inherent difficulty, which
requires proper modeling techniques. In order to reduce
the complexity of the nonlinear model, a general
approach to decompose a nonlinear model into a linear
hydraulic model connected to a mass-spring-damper
system was introduced in (Choux et al 2009). Figure 10
is borrowed from reference (Choux and Blanke 2011)
and depicts a nonlinear hydraulic-mechanical drilling
pipe that is decomposed according the approach
presented in (Choux et al 2009). Most of the legacy
research resort to on-line model based fault detection
techniques. In this sense, the current techniques are
concerned with detecting deviation between the
physical model of the hydraulic system (Choux and
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Blanke 2011) and the real time data. To achieve this
task, different online change detection techniques were
employed including artificial neural networks
(Muenchhof 2007), statistical abrupt change detection
(Choux and Blanke 2011), Kalman filters (Chinniah et
al 2008) and expert systems (Angeli and Atherton
2001).

CONCLUSIONS

Several industrial cases are presented in the paper with
the focus of condition monitoring of equipment, failure
prediction techniques and decision support systems.
Further work will be focused on developing techniques
for these specific cases with the cooperation of leading
universities and R&D institutions.
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ABSTRACT

The contribution describes an application of the
algebraic u-synthesis to the control of a real plant with a
nonlinear characteristic. The controller design is
considered as a problem of minimization of the peak of
the structured singular value denoted u. The algebraic
approach consists of the pole placement principle based
on the polynomial Diophantine equations and
Differential Migration procedure used for optimization.
The results are compared with other controllers
designed via the D-K iteration, synthesis in the ring of
proper and stable functions and the Naslin method.

Keywords: robust control, evolutionary computation,
genetic algorithms, algebraic approaches, structured
singular value, PID control, time delay systems

1. INTRODUCTION

Intensive research activity performed in the robust
control theory during the recent years has brought new
methods considering the parametric, dynamic and mixed
structured uncertainties. Some of the methods are based
on the H,, approach in the ring of stable and proper
transfer functions denoted Rps. These methods provide a
measure that indicates the robustness of designed
controller. However, this measure evaluates only the
robust stability. On the other hand, methods based on the
Zames’ small gain theorem (Zames 1981) yield both the
robust stability and performance conditions. One of them
is the structured singular value denoted u (Doyle 1982,
Packard and Doyle 1993) treating the robust stability and
performance objectives simultaneously. Two methods
for the u-synthesis were derived: the D-K iteration
(Doyle 1985) and u-K iteration (Lin et al. 1993). The
D-K iteration yields a suboptimal controller minimizing
the peak of the upper bound for u-function. However,
the controller has usually a high order transfer function
due to the scaling matrices D, D" and for further
application it is simplified via some kind of
approximation. If the simplification is too substantial it
can cause degradation of the frequency properties of the
controller and the whole feedback loop. In some cases,
the scaling matrices cannot be approximated with the
desired precision and the resulting controller can be far
from the optimality. Moreover, the state-space formulae

for the H,, suboptimal controller require the stability of
the performance weighting function (Doyle et al. 1989).
These problems can be resolved using the algebraic
u-synthesis (Dlapa et al. 2009, Dlapa and Prokop 2010)
presented in this contribution, which overcomes both the
approximation of the scaling matrices D, D™ and the
impossibility of integrating behaviour of the
performance weighting function. In this method the
controller is designed through the algebraic pole
placement principle applied to the nominal plant and the
position of the nominal closed-loop poles is tuned
through an evolutionary algorithm with evaluation of the
upper bound for g The problem of instability of
performance weighting function is treated by setting the
nominal closed-loop poles to the real axis in the left half-
plane.

2. PLANT DESCRIPTION AND IDENTIFICATION
The control of heating systems has been an important
field in the control theory for decades. There is a
number of applications of temperature control involving
nonlinear and time-delay systems present in the
electrical and heating industry as well as in technology
processes (e.g. Fiser 2002 or Liu 2003).

The problem of nonlinear control can be treated by
adaptation to parameters changes or by using a robust or
nonlinear controller. The usage of the adaptive control
is limited by recursive identification, which has not
satisfactory results when the input to the controller is
subject to noise or if there are other factors, such as time
delay or external disturbances causing inaccuracy of
measured signals. The algebraic u-synthesis presented
in this contribution is more versatile than common
methods for the robust control and can consider the
effects of noise, nonlinearity and time delay as well as
the influence of external disturbances. However, the
usage of this method is limited to the models fitting in
the linear fractional transformation (LFT) framework.
In order to describe nonlinearity of controlled plant the
parametric uncertainty is used and transformed to LFT
interconnection which does not increase conservatism
of the plant model.

The air-heating set considered in this contribution
has three input and seven measured quantities. The
input signals are the voltage on bulb and the main and
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adjacent fan. The circuit was controlled by a standard
IBM PC computer, which communicates via serial link
(RS232) with the CTRL unit (see Figure 1). The CTRL
unit converts the digital data to unified analogue
signals. In the transformation and unification unit the
unified analogue signals are transformed to the voltage
on a particular actuator. Similarly, the measured signals
are transformed to the unified voltage 0-10 V (Table 1).

Photoresistor Thermistors
i Thermoanemometer
Covering tunnel
Bulb | ‘
Main fan X/ \ | l /- Fan flowmeter
- - . 1 .
v 1 :
9 \l/ L}
i n
e —
Power
suply

CTRL
'> unit =
PC
4 Control signals RS 232 D

Table 1: Input and Output Channels of CTRL Unit

Figure 1: Plant Scheme

Inputs Sensor Qutputs Actuator
1 sensor of bulb radiance ul voltage of bulb
0 sensor of temperature near w0 voltage of main fan
Y bulb T, (speed control)
3 temperature of envelope of 3 voltage of adjacent fan
Y the bulb T; (speed control)
" temperature at output of
Y tunnel Ty
y6 thermoanemometer TAg
y7 fan flowmeter
1
ul Y
—> —>
u? p
—>
7
u3 > _py

Figure 2: Inputs and Outputs of Plant
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Figure 3: Step Responses of Bulb Temperature

The step responses of the measured quantity y3
(bulb temperature) for the step of ul (bulb voltage) and
constant speed of the main fan (2 = 2V) are depicted in
Figure 3. It is clear from the figure that the step
responses have a nonlinear behaviour. The plant acts as
if it has a short time constant at the beginning and it

slows down at the end of history. Hence it should be
taken into account that the time constant will vary in a
large range. It follows from the steady-state load
characteristic that the gain varies in the range of 0.42 to
0.54. The family of transfer function from ul to y3 at
u2 =2Vis:

P, = k 1ke (0.42,0.54),T € (5;20) (1)
Ts+1

This means that both the numerator and denominator in
(1) are interval polynomials.

By
v

ul

0 2 4 6 8 10 12 v

Figure 4: Steady-State Load Characteristic

3. OUTLINE OF POLE PLACEMENT DESIGN
The pole placement principle is one of the well-known
methods for the controller design (e.g. Kucera 1991,
Kucera 1993, Prokop and Corriou 1997, Prokop et al.
1992, Vidyasagar 1985) which is simple for derivation
and tuning. Consider a simple feedback loop (I1DOF)
structure depicted in Figure 5 with two external inputs —
the reference w and disturbance v, respectively. The
output and tracking error is according to Figure 5 in the
form

(5= i)+ ) @)
e(s)=w<s)—y<s)=%-;—i—%-?—t 3)
where

afp +bg =d (4)

is the characteristic polynomial of the closed-loop system
in Figure 5.

IS

==

=

4
p

~|=

Figure 5: Structure of IDOF system
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It can be proven that the asymptotic tracking of the
reference is achieved if and only if the polynomial pfa is
divisible by the unstable part of f,, and v is rejected if
pfa is divisible by the unstable part of f, so that the
result is a finite polynomial. As a consequence, the
polynomials p, g are the solutions to Diophantine
equation (4). It is also desirable that the transfer

function L is proper. Analysis of the polynomial
Ip

degrees in (4) for the most frequent case f,, =f=s (the

stepwise reference) gives

degd =2dega (%)

A standard choice for the polynomial d is

deg d

d(s)= H(s+0!i ). (6)

where a; > 0 are the tuning parameters of the controller
and d is a stable polynomial which ensures the internal
stability of the nominal system.

With respect to (1) a nominal plant transfer
function can be expressed by the transfer function

b(s b
Pis) =2 = o ™
a(s) s+a,
and
w= hy = 1 ®)
w s
p=t 1 ©)
f, s
Then equation (4) has the form
(s+ay)s+by(q,s+q,)=s"+d,s+d, (10)

and by simple equating the coefficients at the like
power of s at the left and right of (10) it can be obtained

q, =, —a())/b()

(11)
90 :do/bo

Then the resulting controller is proper and has the
traditional PI structure in the form

_ q,5+q,
s

Q 12)
4. PRINCIPLES OF p-SYNTHESIS
The parametric uncertainty in 1331 can be treated via the

LFT framework by using the additive and quotient
uncertainty. Define the nominal plant

0.48
= 13
1255 +1 (13)
Plant family 1331 is then equivalent to
~ 0.48+0.060. 1
P, (s,A)= 2
WA= ST PRALY
12.5s+1
5, 0
A=|? , 0,,0, € (=141 14
& sy "
Let
0.06 75s
W, (s) = ——, W,(s) = —— 15
2(8) 1255 +1 (5) 1255+1 (1)
then
~ 1
P, (s,A) = (P, +o,W,) row, (16)

Expression (16) is represented by the LFT
interconnection depicted in Figure 6.

The LFT interconnection for the u-synthesis which
considers the performance objectives and noise
suppression is in Figure 7.

Figure 6: Structure of IDOF system

Weight W, for the performance evaluation was
chosen as

0.01s+1 0.01s+1
W,(s) =—————0.09 and —————0.09 (17)
5+0.0001 s

for the D-K iteration and algebraic approach,
respectively.

The weight for the D-K iteration cannot have
integrating behaviour because all weights must be
stable. Moreover, it causes uncontrollable states in the
closed-loop system. The instability and
uncontrollability of the closed-loop in Figure 7 does not
make the resulting feedback loop unstable if there is a
guarantee that the poles of the nominal feedback loop
are in the left half plane. Controllability is a necessary
condition for using the state space formulae giving the
H., suboptimal controller (Doyle et al. 1989) as well as
stability of all weighting functions. Thus it is impossible
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to use these formulae in this case. The algebraic
approach overcomes the problem by setting the nominal
closed-loop poles to the left half-plane. Therefore, it is
possible to use performance weights with poles at the
imaginary axis, which guarantee the asymptotic
tracking.

Figure 7: Structure of 1DOF system
The weight of noise is a band-pass filter, which
takes into account high frequency noise emerging in
Sensors

W (s5) = LO00Ls+ 1 00 (18)
1055 +1

Let S denote a perturbed transfer function from the
reference input w to the tracking error e. Let W, denote
the weighting function and define the performance
condition as

WS <1 (19)

If the condition (19) holds then behaviour of the
closed loop can be changed through W.

— M J—

Figure 8: Transformed Closed-Loop System
The closed-loop feedback system in Figure 7 can
be transformed to that in Figure 8, where M is a linear
fractional transformation on G(s) and controller K(s),
ie.,

M=F,(G,K)=G,, +G ,K(1-G,K)"'G,, (20)
where G(s) is the generalized plant including the

nominal plant and weighting functions, which can be
parted to

G, G
G(s)z{ 1 12} 1)
G, G,

where the rows and columns of Gy, correspond to dynamic
perturbations (22) and Gy, corresponds to the controller
structure. The other element of the system is mixed
structured uncertainty which forms the diagonal matrix

A =(diag[$,,6,,5,,08,1:5,, € R,,, € C} (22)

The algebraic up-synthesis is applied to the 1DOF
system for the interconnection depicted in Figure 7. The
D-K iteration is applied to the same structure with W,
without integrating behaviour.

The structured singular value of a matrix M,
denoted 4 (M) , is defined as

1
min{G(A): det( —MA) = 0}

5 (M) = 23)

and if no such A exists which makes I—MA singular,
let H;(M)=0 (Balas and Packard 1996), where E(Z)

denotes the maximum singular value. The control
objective is to find a stabilizing controller K
minimizing the H., norm of U M), i.e.,

min ||u; [F, (G, K)]|_ 24)

K stabilizing G

The following result is used for the robust
performance test (Balas and Packard 1996):

Theorem 1: The feedback system with ‘B‘ <1 has the

robust performance, i.e., expression (19) holds and the
perturbed feedback loop is internally stable, if and only if

(M) <1 (25)

at all frequencies, where |-| denotes the absolute value. m

In the algebraic approach the nominal closed-loop
poles are the tuning parameters and the quality of the
controller is evaluated by the upper bound for yu, i.e. as
%)ng o(MMD') for each frequency. The poles are

constraint to the real axis in the left half-plane so that the
stability of the nominal feedback loop is guaranteed. As
the cost function defined by (24) as well as the upper
bound has more than one local minimum an algorithm for
global optimization is desirable. In this contribution
Differential Migration (Dlapa 2009) was used for the
optimization with high efficiency in finding the global
minimum. Differential Migration is an evolutionary
algorithm based on migration of individuals in the space
of tuning parameters giving significantly higher
robustness (in the sense of ability of finding the global
minimum) than other algorithms of this class. The usage
of this algorithm can shorten the computational time and
increase the probability of finding the optimal pole
placement.
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5. CONTROL OF AIR-HEATING PLANT

Experimental studies have been carried out in order to assess
the performance of the algebraic u-synthesis method. The
set-point temperature profile provides a reference which
comprises 800 iterations. It consists of an initial soak at 3V
for 480 iterations followed by a step to 4V which is held
constant for 300 iterations. Sampling period is 1s and
adjacent fan voltage is ketp zero for all experiments.

The experimental trials are aimed at evaluating the
performance of the PI controller obtained via the
algebraic u-synthesis against the D-K iteration,
synthesis in the Rps with the poles in one point and the
Naslin method.

M o095
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08 K
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Figure 9: u-Plot for D-K Iteration (dashed) and
Algebraic u-Synthesis (solid)
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Figure 10: Control of Real Plant for Algebraic
Approach

Performance indices. In order to draw comparisons
between different control schemes an index or measure
of performance is required. The measure of
effectiveness which is adopted consists of three factors,
these being the amount of energy, the variance of the
controlled actuators and the accuracy of set-point
tracking. This may be expressed as

e;@ (26)

where p is the number of iterations.
In cases where there is an increased variance in the
control signals to the actuator this can lead to

correspondingly increased costs due to maintenance and
down time due to failure. The variance of the controlled
actuator may be expressed in the form

e,= [u(t)-€,1’ @7

The resulting controller quality arising from
control action may be expressed in terms of the
accuracy of set-point tracking. Using the integral of
absolute error the deviation of the system response y(#)
from the set-point r(¢) is given as

e,= Y |y@®) - r(1) (28)
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In order to provide a basis for comparison the
controllers were tuned to give satisfactory overall
performance across the complete temperature profile.
The controllers designed in the ring of proper and stable
functions (Rps, see Prokop and Corriou 1997 or Prokop et
al. 1992) and by the Naslin method were used as a
reference (Figure 12 and 13). It is clear from Figure 9,
10, 11, 12, and 13 showing the system response and
control input that the algebraic approach produces more
favourable results. An improved accuracy in set-point
tracking as well as lower energy consumption of the
algebraic u-synthesis (Figure 10) was achieved via
increased control effort to the system resulting in higher
variance in the control signal. The set-point, actuator and
measured signals are in the unified voltage 0-10V of the
CTRL unit. Performance indices are given in Table 2.

Table 2: Comparison of Performance Indices

Method €, €, €,
Algebraic u-synthesis | 6.30 | 0.24 | 8.33
D-K iteration 637 | 023 | 9.07
Rps 772|017 | 1342
Naslin method 7.10 | 022 | 11.02

6. CONCLUSION

The contribution presents an application of the algebraic
u-synthesis to an air-heating set, where the temperature
of bulb was controlled by its voltage. The controlled
system had a nonlinear behaviour in both the steady-state
and dynamic characteristics. The nonlinearity was treated
via parametric uncertainty, which was transformed to the
LFT framework. In order to achieve asymptotic tracking,
performance weighting function with pole at the
imaginary axis was used. The instability of the nominal
feedback loop was treated by setting its poles to the left
half-plane via pole placement technique and by choosing
the PI structure of the controller which treats the unstable
pole of the general closed-loop interconnection. The
algebraic u-synthesis was applied to the LFT
interconnection including performance weight with
integrating behaviour and the results were compared with
standard methods for robust controller design - the D-K
iteration, synthesis in Rps and the Naslin method. Finally,
it was shown that the algebraic u-synthesis had better
frequency properties in terms of u-function and faster set-
point tracking than the reference methods.

The algebraic u-synthesis provides exploitable
benefits for a wide range of industrial applications. In
contrast to the D-K iteration, it can tune simple controllers
in a more natural way and guarantee asymptotic tracking,
which is desirable in most of the control tasks emerging in
technology processes. The only drawback is the fact that
an algorithm of global optimization is used leading to
longer computational times.
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ABSTRACT

A mathematical model and numerical simulations cor-
responding to severe slugging in air-water pipeline-riser
systems, are presented. The mathematical model consid-
ers continuity equations for liquid and gas phases, with a
simplified momentum equation for the mixture. A drift-
flux model, evaluated for the local conditions in the riser,
is used as a closure law. In many models appearing in
the literature, propagation of pressure waves is neglected
both in the pipeline and in the riser. Besides, variations of
void fraction in the stratified flow in the pipeline are also
neglected and the void fraction obtained from the station-
ary state is used in the simulations. This paper shows an
improvement in a model previously published by the au-
thor, including inertial effects. In the riser, inertial terms
are taken into account by using the rigid water-hammer
approximation. In the pipeline, the local acceleration of
the water and gas phases are included in the momentum
equations for stratified flow, allowing to calculate the in-
stantaneous values of pressure drop and void fraction.
The developed model predicts the location of the liquid
accumulation front in the pipeline and the liquid level
in the riser, so it is possible to determine which type of
severe slugging occurs in the system. A comparison is
made with experimental results published in literature
including a choke valve and gas injection at the bottom
of the riser, showing very good results for slugging cycle
and stability maps.

Keywords: severe slugging, pipeline-riser system, air-
water flow, stability, lumped and distributed parameter
systems, switched systems, petroleum production tech-
nology

1. INTRODUCTION

Severe slugging is a terrain dominated phenomenon,
characterized by the formation and cyclical production of
long liquid slugs and fast gas blowdown. Severe slug-
ging may appear for low gas and liquid flow rates when
a section with downward inclination angle (pipeline) is
followed by another section with an upward inclina-
tion (riser). This configuration is common in off-shore
petroleum production systems. Main issues related to se-
vere slugging are: a) High average back pressure at well
head, causing tremendous production losses, b) High in-
stantaneous flow rates, causing instabilities in the liquid
control system of the separators and eventually shutdown,

and c¢) Reservoir flow oscillations.

For steady state and low flow rates, the flow pattern in
the pipeline may be stratified, while it may be intermittent
in the riser, as shown in Fig. 1(a).

A cycle of severe slugging can be described as tak-
ing place according to the following stages (Taitel, 1986).
Once the system destabilizes and gas passage is blocked
at the bottom of the riser, liquid continues to flow in and
gas already in the riser continues to flow out, being pos-
sible that the liquid level in the riser falls below the top
level at the separator. As a consequence, the riser column
becomes heavier and pressure at the bottom of the riser
increases, compressing the gas in the pipeline and creat-
ing a liquid accumulation region. This stage is known as
slug formation (Fig. 1(b)).

As the liquid level reaches the top while the gas pas-
sage is kept blocked at the bottom, pressure reaches a
maximum and there is only liquid flowing in the riser.
This is the slug production stage (Fig. 1(c)).

Since gas keeps flowing in the pipeline, the liquid ac-
cumulation front is pushed back until it reaches the bot-
tom of the riser, starting the blowout stage (Fig. 1(d)).

As the gas phase penetrates into the riser the column
becomes lighter, decreasing the pressure and then rising
the gas flow. When gas reaches the top of the riser, gas
passage is free through the stratified flow pattern in the
pipeline and the intermitent/annular flow pattern in the
riser, causing a violent expulsion and a rapid decompres-
sion that brings the process to slug formation again. This
stage is known as gas blowdown (Fig. 1(e)).

Figure 1(f) shows the different stages in the pressure
history at the bottom of the riser corresponding to an ex-
periment under laboratory conditions (Schmidt, 1977).

A classification of severe slugging can be made, ac-
cording to the observed flow regime, as follows:

e Severe Slugging 1 (SS1): the liquid slug length is
greater to or equal to one riser length and maximum
pipeline pressure is equal to the hydrostatic head of
the riser (neglecting friction pressure drop).

e Severe Slugging 2 (SS2): the liquid length is less
than one riser length, with intermittent gas penetra-
tion at the bottom of the riser.

e Severe Slugging 3 (SS3): there is continuous gas
penetration at the bottom of the riser; visually, the
flow in the riser resembles normal slug flow, but
pressure, slug lengths and frequencies reveal cyclic
variations of smaller periods and amplitudes com-
pared to SS1.
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Figure 1: Stages for severe slugging (from (Taitel, 1986) and (Schmidt, 1977)).
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e Oscillation (OSC): there are cyclic pressure fluc-
tuations without the spontaneous vigorous blow-
down.

Most of the models for severe slugging were de-
veloped for vertical risers and assume one-dimensional,
isothermal flow and a mixture momentum equation in
which only the gravitational term is important.

In (Taitel et al., 1990) a model was presented consid-
ering constant mean values for the gas density and void
fraction in the riser, allowing to calculate time variations
of pipeline pressure, position of the accumulation region,
flow rate into the riser and mean holdup. It was found
that as the operation point moves closer to the stability
line the numerical procedure did not converge, giving gas
mass flows going to infinite as the spatial discretization
was decreased. Experimental data were obtained from a
facility for different buffer volumes (simulating equiva-
lent pipeline lengths) and a comparison was made with
the simulation results, showing good agreement except
for the blowout/blowdown stage. Setting apart the non-
convergence problems, lumped parameter models seem
to work fine for short risers, where the local variations of
variables are small, but are not successful in long risers,
typical of offshore systems.

In (Sarica and Shoham, 1991) a model with a dis-
tributed parameter formulation for the riser was pre-
sented. Considering continuity equations for the liquid
and gas without phase change and a gravity-dominant
mixture momentum equation, the model was capable of
handling discontinuities such as liquid accumulation in
the piping and liquid level in the riser. The resulting equa-
tions were solved by using the method of characteristics.
A comparison of simulations with different experimental
data showed reasonable agreement, although the model
also suffered from non-convergence in the unstable re-
gion.

In (Balifio et al., 2010) a model for severe slugging
valid for risers with variable inclination was presented.
The model was used to simulate numerically the air-water
multiphase flow in a catenary riser for the experimental
conditions reported in (Wordsworth et al., 1998). Stabil-
ity and flow regime maps in the system parameter space
for the multiphase flow in a catenary pipeline-riser sys-
tem were built.

In (Nemoto and Balifio, 2012) the model developed in
(Balifio et al., 2010) was extended to investigate the dy-
namics of gas, oil and water flow in a pipeline-riser sys-
tem. Mass transfer between the oil and gas phases was
calculated using the black oil approximation. The prop-
erties of fluids were calculated by analytical correlations
based on experimental results and field data.

The stationary solution for a given point in the system
parameter space is given as initial condition for the nu-
merical simulation; if the numerical solution does not go
away from the initial condition with time, the stationary
solution is stable and it is the system steady state. If the
numerical solution goes away with time, the stationary
state is unstable, there is no steady state and an intermit-

tent solution develops with time. By changing the point
in the system parameter space and repeating this process,
the stability map can be built. For unstable flow, the anal-
ysis of the limit cycle leads to the determination of the
flow regime map, showing the regions corresponding to
the different types of intermittency.

In all the models reviewed above, propagation of pres-
sure waves is neglected both in the pipeline and in the
riser; this constitutes the no-pressure-wave (NPW) ap-
proximation (Masella et al., 1998). As a result of the
NPW approximation, pressure changes are felt instanta-
neously at any point in the domain (pressure waves travel
at infinite speed).

Also in the models reviewed above, a stratified flow
pattern is assumed at the pipeline and variations of void
fraction are neglected. The void fraction is obtained from
a momentum balance in the gas and liquid phases, result-
ing an algebraic relation between the mean variables (Tai-
tel and Dukler, 1976). The void fraction determined in
the stationary state is assumed as constant in the simula-
tions, so the momentum balance equation is not satisfied
and variations of the void fraction cannot be calculated in
the transients.

This paper shows an improvement in the model pre-
viously published by the author (Balifio et al., 2010), in-
cluding inertial effects.

In the riser, inertial terms are taken into account by
using the rigid water-hammer approximation (Chaudhry,
1987). In this approximation, the acceleration terms for
the liquid and gas phases are taken into account in the mo-
mentum equation, but compressibility of the liquid phase
is neglected in the mass conservation equation. In the
pipeline, convective acceleration terms are neglected but
the local acceleration terms for the water and gas phases
are included in the momentum equations for stratified
flow, allowing to calculate the instantaneous values of
pressure drop and void fraction.

The model includes additional devices, such as a
valve located at the top of the riser and a gas injection
line at the bottom of the riser. In this way it is possible
to evaluate valve closure and gas lift as mitigating actions
for severe slugging.

2. MODEL

The model considers one-dimensional flow in both
pipeline and riser subsystems. The liquid phase is as-
sumed incompressible, while the gas phase is considered
as an ideal gas. Both phases flow in isothermal condi-
tions. The flow pattern in the pipeline is assumed as strat-
ified. The model is capable of handling discontinuities in
the flow, such as liquid accumulation in the pipeline, lig-
uid level in the riser and void fraction waves.

2.1 Pipeline

The pipeline, shown in Fig. 2, can be either in a con-
dition of liquid accumulation (z > 0) or in a condition
of continuous gas penetration (x = 0), where x is the po-

Proceedings of the Int. Conf. on Integrated Modeling and Analysis in Applied Control and Automation, 2012
ISBN 978-88-97999-12-6; Bruzzone, Dauphin-Tanguy, Junco and Merkuryev Eds. 52



sition of the liquid accumulation front. The existence of
a buffer vessel with volume v, is considered in order to
simulate an equivalent pipeline length L. = %, where
A is the flow passage area (A =
inner diameter).

37 D?, where D is the

Figure 2: Definition of variables at the pipeline.

Three locations in the pipeline can be identified, with
corresponding pressures and superficial velocities for the
liquid and gas phases: the bottom (P4, ji and j43), the
stratified region located at the liquid accumulation front
(Pys. jis and jg ;) and the top (P e, ji¢ and jg ).

Mass and momentum conservation equations are ap-
plied for the control volumes corresponding to the liquid
and gas phases In the mass equation, a mean pressure
Py(t) = 1 (Pp¢ + P,,) is assumed. In mass and mo-
mentum equatlons Variations of the void fraction with
position are neglected and a mean void fraction oy, (t) is
considered. These approximations are made in order to
get a lumped parameter model for the pipeline.

The superficial velocities at the top of the pipeline can
be written as:

Qo
= 1
Jie = a1 (D
o R T,
]gt*ipptA 2

where 1y and Qo are respectively the gas mass flow
and the liquid volumetric flow injected in the pipeline and
R, and T}, are respectively the gas constant and tempera-
ture.

2.1.1 Condition z > 0

For this condition there is no gas flowing out the
pipeline, resulting:

jgbzo 3)

Applying mass conservation equation for the liquid
and gas phases, it is obtained:

%_Jlb_@+ap(¢iif (4)
dt L—x

iP, P (J”’ - @> + e g )
dt (L—2z)ap+ Le

where L is the pipeline length and ¢ is time. A mass bal-
ance for the liquid in the stratified region yields:

day, Qo
—(L—-= )WJFJM*T—U (6)

From Eq. (4) and (6), it results:
. . dx
]ls:]lb'i_apa @)

From the kinematic condition at the liquid penetration

front, we get:

) dx
Jgs = —Qp E (8)

Applying the momentum conservation equation in the
control volume of liquid region at the penetration front
and including friction and inertial terms, we get:

d
Pop=PFPs+px (g sin 3 — lJ; Jiw jis] — (jiltb)

(€))

where fj; is the Fanning friction factor (assuming that
only liquid is filling the cross sectional area), g is the
gravity acceleration constant, p; is the liquid density and
B is the pipeline inclination angle (positive when down-
wards). The Fanning friction factor is calculated by using
the correlation from (Chen, 1979).

2.1.2 Condition z = 0

For this condition there is no liquid penetration front,
resulting:

jgs:jgb (10)
Jis = Jib (11)
Pps: pb (12)

Applying mass conservation equation for the liquid
and gas phases, it is obtained:

doy, 1 (. Qo
—_— = = —_— 1
dt L (”b A > (13)

dP, -P, (ng + i — @) + Hagt g g »
at Loy, + L. 14

2.1.3 Local equilibrium condition for stratified flow

In previous models, the void fraction at the pipeline is
determined from an algebraic relationship evaluated from
the stationary state, derived from the momentum balance
in stratified flow (Taitel and Dukler, 1976). This rela-
tionship can be generalized by including the local inertial
terms. Assuming stratified flow (see Fig. 3), the general-
ized relationship can be written as:

Figure 3: Stratified flow at the pipeline.
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S S, 1 1
Twg —> = Twl : +Ti5i( +)
ay, 1-q l—a, o
_ . du; _ du
+ (o —p,) Agsin— A (pzdt—pgdtg> =0
(15)
ﬂg:i—i (16)
w = I (17)
1—q
P,
D= 18
Py R, T, (18)
- 1 . .
Jg = 5 (]gt +jgs) (19)
- 1 (Qio .
_ L (Qu, 20
n=5 < 1 +Jz) (20)

where 39 and jg are respectively the mean superficial ve-
locities for gas and liquid, Sy, S; and \S; are respectively
the gas, interfacial and liquid wetted perimeters, 7, 4, 75
and 7,,; are respectively the wall-gas, interface and wall-
liquid shear stresses, 1, and U, are respectively the mean
phase velocities for gas and liquid and p, is the gas den-
sity.

In Eq. (15) the wetted and interfacial perimeters are
determined considering a stratified geometry, while the
shear stresses are related to the superficial velocities of
the phases through friction factors based on the hydraulic
diameters for each phase (Kokal and Stanislav, 1989).

2.2 Riser

Continuity equations for the phases are considered at
the riser (see Fig. 4). This results in the following set of
equations:

jgl
Ju -

i

Figure 4: Definition of variables at the riser.

da 8yl -
ot T35 = ° (21)

9 o
a(Poz)Jr%(Pjg) =0 22)

where jg, j; and j are respectively the gas, liquid and total
superficial velocities, P is the pressure, s is the position
along the riser, « is the void fraction and u, and u; are
respectively the gas and liquid phase velocities.

The superficial velocities for the phases are deter-
mined by using a drift flux correlation, assumed to be
locally valid:

Jg=uga=a(Cqj+Uy) (23)
Gi=j—Jdg=w (l-a)=1-aCy)j—aly (24

It will be assumed that the drift parameters Cy and Uy
depend at most on the local flow conditions and inclina-
tion angle 8 = 0 (s), this is, Cq = Cy4 («, P, 4, 0) and
Us=Uy (e, P, j, 0) (Bendiksen, 1984; Chexal et al.,
1992).

The drift coefficients used in the model are (Bendik-
sen, 1984):

e For F'r; < 3.5:

Caq=1.05+0.15 sin ¢ (25)
Ug= gD (0.35 sin 6 + 0.54 cos 6) (26)
e For F'r; > 3.5:
Cq=12 27
Uy =0.354/g D sin 6 (28)
where the Froude number F'r; is defined as:
J
Frj=—— (29
J /g D

Considering as the state variables in the riser the void
fraction, pressure and total superficial velocity (functions
of position and time), Eq. (21) and (22) can be finally
rewritten as:

Dya 0 ) aj
D,P 0j
pP=L = 31
«o i + s 0 3D
where:
D, o 1o}

ﬁ*a—f—ug% (32)

A mixture momentum equation is considered, in

which the inertial terms corresponding to the liquid and
gas phases were included :

oP _ fm ..
95 = Pm <QSIH9+2DJ |J|)

Dgug Dlul
_ — 1_ - 7
@ps—pp —(=n T, (33)
P
m = 1-— 4
D 0 0
Sl I T (35)

Dt ot Os

where f,,, is the Fanning friction factor (dependent on the
Reynolds number and the relative roughness €/ D, where
€ is the pipe roughness), calculated from (Chen, 1979) us-
ing a homogeneous mixture two-phase model and p,,, is
the mixture density.
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2.2.1 Gas lift

Gas lift is a process used to artificially lift fluids from
wells where there is insufficient reservoir pressure. By
injecting gas, it is possible to aerate the liquid column
and to reduce the pressure gradient. Due to this effect, it
is acknowledged that gas lift can stabilize the flow in se-
vere slugging, although relatively large gas flow rates are
necessary (Jansen et al., 1996). In the model it is consid-
ered the possibility of injecting gas in a position s; along
the riser. Considering the balance conservation equations
with a gas mass source term, it can be shown that the
gas injection introduces the following discontinuities in
position in the gas superficial velocity, pressure and void
fractions:

R, T, . .
T g+ P g,

+
Jg = T (36)
P+ 1— 1 ﬁ * _ -2 1 _ 1
Ry Ty « PLI; 1—at 1—a—
P~ = —
1 Jq
1- Ry Ty (Z)
37
it

ot = Jg (38)

(Caj+U)*

where 4 is the injected gas lift mass flow and the super-
scripts — and + denote evaluation respectively at location
upstream and downstream of position s;.

2.2.2 Gas region

In transients where the liquid level falls below the top
of the riser (s, < s;) a gas region is formed, as shown
in Fig. 5. This region is modeled considering a constant
mean pressure Py, = 1 (P, + P,) for the mass balance
equation and friction, gravitational and inertial terms in
the momentum balance equation; P, and P, are respec-
tively the pressure at the top and at the liquid level in the
riser. The resulting equations for the mass balance de-
pends on the location of the gas lift injection s; compared
to the liquid level position s,,.

Figure 5: Definition of variables at the gas region.

If s, > s, we get:

iP,, Py .
i — (Jgt = Ju) (39)

If s, > s, we get:

iP,, P, ( . R,T, >
=- Jgt — Ju — = Mgy (40)
g P, A g

dt St — Su

where j, ¢ is the gas superficial velocity at the top of the
riser, j, is the total superficial velocity at the liquid level
and s, is the position of the top of the riser.

The momentum conservation equation results, for
both cases:

Py, =P +p,lg (2t — 2u) 41)
2fog = - djy.,

+< Dggjgr |]g'r‘|7 di )(stsu)]

— ]' . .

]grzi(]u—’_.?gt) (42)

where f,, is the Fanning friction factor considering only
gas flowing, jgr and p, are respectively the mean gas
superficial velocity and the mean gas density at the gas
region; z; and z,, are respectively the vertical positions at
the top of the riser and at the liquid level.

2.2.3 Riser geometry

The riser geometry is characterized by the coordinates
X and Z corresponding to the top of the riser and a set
of functions furnishing the ordinate z and local inclina-
tion angle 6 as a function of the local position s along the
riser (see Fig. 4). For a constant angle riser, for instance,
it results:

Z
= —_ 4
0 = arctan (X) (43)
St:(X2+Z2)1/2 (44)
z=ssinf 45)

The definition of geometry for a catenary riser can be
seen in (Balifio et al., 2010).

2.2.4 Choke valve

In normal operation in petroleum production systems
the choke valve controls the flow, allowing a production
compatible with the reservoir characteristics. In severe
slugging, it is acknowledged that choking can stabilize
the flow by increasing the back pressure (Schmidt, 1977,
Taitel, 1986). For low pressures, typical of air-water lab-
oratory systems, the valve operates in subcritical condi-
tion; in this case, the flow depends on the pressure dif-
ference across the valve (see Fig. 6. The model consid-
ers a valve characteristic based on the homogeneous flow
model:
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Figure 6: Definition of variables at the choke valve.

1 s
Pt_PSZKv§pmt.7t|]t| (46)
Pmit = 0t pgi + (1 —ay) pr 47

where ji, o, pmt, pg+ are respectively the total superfi-
cial velocity, void fraction, mixture density and gas den-
sity, all of them evaluated at the top of the riser, P; is the
separator pressure and K, is the valve constant.

Another expression for the pressure drop across the
valve was used in (Jansen et al., 1996):

Py — Py = Cjie | (48)

where j;; is the liquid superficial velocity at the top of
the riser and C' is a dimensional valve constant. Accord-
ing to this relationship, it is neglected the contribution of
the gas phase to pressure drop.

2.3 Coupling between pipeline and riser

Assuming the same flow passage area for the pipeline
and riser, the pressure and superficial velocities at the bot-
tom of the riser are continuous:

P(s=0,t)=DP(t) (49)
Jg (s =0,1) =jgs (1) (50)
Ji(s=0,1t) = jip (1) (5D

The boundary condition for the void fraction can be
obtained from Eq. (23) evaluated at the bottom of the
riser:

Figure 7 shows the state variables and the coupling
between the subsystems. State variables for the pipeline
are the average gas pressure, void fraction and position
of the liquid accumulation front, while for the riser they
are the local pressure, void fraction and total superficial
velocity. The pipeline imposes the superficial velocities
for the gas and liquid phases at the bottom of the riser,
while the riser imposes the pressure to the pipeline; these
variables are the boundary conditions for the correspond-
ing subsystems. Additional boundary conditions are the
liquid volumetric flow rate and the gas mass flow rate at
the pipeline, as well as the gas lift mass flow rate and
separation pressure at the riser.

Riser state variables:

Piping state variables: B(1)
P(s.t).a(s.1). j(s.1)

a, (1).x(r).P, (r)

Jeb (f) Jis (f)
ﬂi’iigo.Qm (inputs) P,.1it,, (inputs) H

Figure 7: Coupling between subsystems.

As initial conditions, the stationary conditions were
chosen, this is, the solution of the system of equations
obtained after setting equal to zero the time derivatives.

3. DISCRETIZATION AND NUMERICAL
IMPLEMENTATION

The system of equations corresponding to the station-
ary state, as well as the system of dynamic equations,
were discretized and numerically implemented using the
software MATLAB (Magrab et al., 2005).

In the riser a moving grid method was adopted (see
Fig. 8), in which node ¢ (1 < i < N — 1) moves with
the corresponding gas velocity (red lines), in order to cal-
culate the directional derivatives of Eq. (32). Last node
N moves with the liquid velocity if the liquid level falls
below the top of the riser (s, < s:), or remains fixed
at position s; otherwise. The time step At**! is chosen
as the time step such that the characteristic propagated
from the N — 1 th node intersects the position s,, at time
t* 4+ AtF*1if the liquid level falls below the top level in
the riser, or as the time step such that the characteristic
propagated from the N — 1 th node intersects position s
otherwise. Values at time t* are interpolated in order to
calculate the directional derivatives of Eq. (35), corre-
sponding to the liquid velocity (blue lines). An implicit
scheme was used, with a predictor-corrector method for
treatment of the nonlinearities. Details of the procedure
can be seen in (Balifio et al., 2010).

t
tk+1‘

A

1 2 3

t“4,

Figure 8: Discretization along the characteristic direc-
tions.

4. SIMULATIONS

In this Section, simulations corresponding to exper-
imental data for a vertical riser are shown, considering
the effects of the choke valve and gas lift injection at the
bottom of the riser.

After a nodalization study, the riser was dis-
cretized in N = 21 nodes. Input flow vari-
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ables are defined in terms of the superficial veloc-
ities jgo and j;o at standard conditions (pressure
Py = 1.013 bara, temperature Ty = 293 K); these super-
ficial velocities are related to the flows as:

. _RgTomgo

Jgo = T hA (53)
. Qo

Jio=—4 (54)

4.1 Data from (Taitel et al., 1990)

The following parameters were chosen for a com-
parison with experimental data of (Taitel et al.,
1990): fluid parameters are j; = 1. x 10~3kg/m/s,
pg = 1.8 x 1075 kg/m/s, pr=1.x10% kg/m3,
Ry, =287m?/s*/K and T, = 293 K; pipeline param-
eters are L =9.1m, L, =1.69m and 8 = 5°; riser
height is Z = 3 m; common parameters for pipeline and
riser are D =2.54 x 1072m and €= 1.5 x 10~ %m;
separation pressure is P; = 1.013 bara. No choke valve
or gas injection was considered.

Figure 9 shows results of a simulation for jso =
0.063m/s and j;0 = 0.124 m/s for representative vari-
ables: gas (j,1 and liquid (j;1) superficial velocities at the
bottom of the riser, position (z) of the liquid penetration
front, void fraction («;) and pressure (P;) at the bottom
of the riser, liquid level at the riser (s,,) and void fraction
(cp) and pressure drop (P, — P,;) in the stratified region
at the pipeline.

It can be seen that, in this case, the stationary state
used as the initial condition is not stable and the system
goes to a limit cycle. It can be observed a large variation
of superficial velocities, compared to the initial station-
ary values. Variations in the void fraction at the pipeline
are relatively small, supporting the assumption of con-
stant void fraction made in previous models. On the other
hand, variations in pressure drop at the pipeline can be
large compared to the stationary values, particularly in
the blowdown stage.

Many parameters corresponding to the transient can
be calculated from Fig. 9. Considering that the slug-
ging cycle begins when the gas passage at the bottom of
the riser is blocked, the severe slugging period and times
corresponding to different stages described in Section 1.

can be calculated. In this case, it can be seen that the
liquid level does not remain at the top of the riser. From
the simulations, it is also possible to determine the pres-
sure amplitude at the bottom of the riser, the maximum
position of the liquid penetration front in the pipeline and
the minimum position of the liquid level in the riser.

Table 1 shows a comparison of experimental and
model simulated severe slugging periods for different gas
and liquid superficial velocities. The periods calculated
with the model are in very good agreement with the ex-
perimental ones. There are some cases in which the simu-
lation predicts a unstable condition while the experiment
reports a stable condition.

With the simulations, it is also possible to obtain the
numeric stability curve by keeping constant a value of

liquid or gas flow rate and varying the other in fixed in-
crements until passing from one condition (stable or un-
stable) to another; when this happens, the procedure is
repeated with half the increment until achieving conver-
gence. The procedure is laborious and computationally
costly. Stability maps generated for catenary risers can
be seen in (Balifio et al., 2010) and (Nemoto and Balifio,
2012).

Figure 10 shows the numerically generated stability
map for the conditions corresponding the experimental
conditions of (Taitel ez al., 1990). In the same figure the
experimental data points are shown; these unstable data
points were classified as "unstable fall" (s, < s; in the
transient) or "unstable no fall" (s, = s; always in the
transient), based on a visual observation. It can be seen
that the numerically generated stability curve includes all
the unstable data points. Data points for which there is
a discrepancy between experiment and stability simula-
tion prediction are located close to the stability curve;
for these points pressure amplitudes and liquid penetra-
tion lengths are small and liquid level in the riser remains
at the top or close to it, making difficult to differenti-
ate between the severe slugging instability condition and
the fluctuations associated to the intermittent flow based
only on a visualization. Besides, the experimental de-
termination of the stability curve requires a very careful
control of variables such as separator pressure and input
flows; cases 5 and 7 in Table 1, for instance, show a large
discrepancy in experimental period for almost the same
values of superficial velocities, indicating that other vari-
ables were not kept constant in the experiment.

Table 1: Comparison with experimental results (Taitel
et al., 1990).

Experiment Simulation

Case | Jgo Jio Tewp | Tsim | error
(m/s) | (m/s) | () ) | %

1 0.063 0.124 24 25.4 5.8
2 0.064 0.209 20 19.5 —2.5
3 0.123 0.183 15 15.5 3.3
4 0.124 0.212 14 14.6 4.3
5 0.062 0.679 6 7.36 22.7
6 0.063 0.367 13 13.3 2.3
7 0.063 0.679 9 7.35 —1.8
8 0.064 0.535 10 9.27 —7.3
9 0.065 0.226 19 18.7 —1.6
10 0.122 0.374 11 10.8 —1.8
11 0.123 0.621 8 7.36 —8.0
12 0.126 0.228 13 14.0 7.7
13 0.187 0.226 11 11.9 8.2
14 0.188 0.466 8 8.22 2.8
15 0.188 0.502 7 7.86 12.3
16 0.19 0.312 10 10.1 1.0
17 0.058 0.705 steady 7.19 NA

18 0.063 0.698 steady 7.21 NA
19 0.122 0.730 steady 6.45 NA
20 0.126 0.673 steady 14.0 NA
21 0.126 0.085 steady 18.2 NA
22 0.184 0.127 steady 4.24 NA
23 0.185 0.161 steady 12.3 NA
24 0.187 0.551 steady 7.36 NA
25 0.188 0.755 steady steady NA
26 0.19 0.685 steady 6.24 NA
27 0.313 0.433 steady 14.0 NA
28 0.314 0.347 steady steady NA
29 0.319 0.614 steady steady NA
30 0.321 0.744 steady steady NA
31 0.43 0.604 steady steady NA
32 0.433 0.701 steady steady NA
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Figure 9: Simulation results for j,o = 0.063m/s and j;o = 0.124m/s (case 1, Table 1).
Jio (m/5)

study the influence of choking on severe slugging; no gas
injection was considered.

Table 2 shows a comparison of experimental and
model simulated severe slugging periods for different gas
and liquid superficial velocities. As in Section 4.1, the ex-
perimental and simulated periods are in very good agree-
ment, with some cases with discrepancies in the predic-
tion of the stability condition.

1E+00

1.E-01

A unstable fall

.......... Table 2: Comparison with experimental results, choke

O unstable no fall —

omble o f L Ll valve, C' = 1.2 x 10° Pa s /m? (Jansen et al., 1996).
bl cunve Experiment Simulation
Case Jgo Jio Texp Tsim error
(m/s) (m/s) (s) (s) (%)
1E-02 Ll 0.0753 0.0959 46.6 54.9 17.8
1E02 1EO1 1E+00 0.1147 0.0949 37.6 43.7 16.2

0.1739 | 0.0059 | 31.8 | 32.8 | 3.1
0.0781 | 0.0497 | 47.5 | 56.2 | 18.3
0.1181 | 0.0487 | 38.5 | 43.7 | 13.5
0.0809 | 0.1704 15 504 | 12.0
0.1209 | 0.1693 | 39.9 | 42.4 | 6.3
0.1713 | 0.0497 | 315 | 31.8 | 1.0
9 0.1209 | 0.2365 | steady | 43.0 | NA

10 | 0.1734 | 0.2354 | steady | 36.7 | NA
4.2 Data from (Jansen et al., 1996) T 02493 | 02386 | steady | 306 | NA
12 | 0.1698 | 0.1693 | steady | 355 | NA
In (Jansen et al., 1996) it was used the same test facil- 13 02474 | 0.1704 | steady | 28.5 [ NA

ity as in (Taitel et al., 1990). The simulations parameters }g 063255012 8:8232 Ziigi 3‘;’:8 z:
were the same, except for L, = 10m and 5 = 1°.

A choke valve with C' = 1.2 x 10° Pa s?/m?, see In another experimental campaign, a constant gas
Eq. (48), was introduced at the top of the riser in order to superficial velocity at standard condition 540 ¢

Jgo (m/5)

Figure 10: Numerically generated stability map and data
from (Taitel et al., 1990).
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0.091 m/s was injected at the bottom of the riser in order
to study the influence of gas lift on severe slugging; no
choke valve was considered. The gas superficial velocity
and the corresponding gas mass flow are related by:
) _ Ry Tomg,
Jg0gl = 7]30 A

Table 3 shows a comparison of experimental and
model simulated severe slugging periods for different gas
and liquid superficial velocities. Again, the agreement for
experimental unstable data points is very good.

(55)

Table 3: Comparison with experimental results, gas in-
jection, jg0 g = 0.091m/s (Jansen et al., 1996).

Experiment Simulation
Case Jgo Jio Texp | Tsim | error
(m/s) | (m/s) | (s (s) (%)
0.0808 | 0.2528 21.5 29.8 38.6
0.1153 | 0.2549 18.9 23.8 25.9
0.1702 | 0.2571 14.9 18.1 21.5
0.2515 | 0.2582 13.4 13.2 —1.5
0.0791 0.152 24.1 36.9 53.1
0.1147 0.152 20.5 27.3 33.2
0.3125 0.1542 10.8 11.0 1.9
0.1695 0.1013 16.8 19.4 15.5
9 0.248 0.0949 13.2 13.9 5.3
10 0.1129 | 0.0487 27 28.0 3.7
11 0.1737 | 0.0476 18.8 19.7 4.8
12 0.3215 0.0916 9.5 11.1 16.8
13 0.2489 | 0.0465 14 13.6 —2.9
14 0.366 0.1552 steady 9.82 NA
15 0.4115 0.1552 steady 8.96 NA
16 0.369 0.0981 steady 9.41 NA
17 0.3141 0.0444 | steady 10.4 NA

O | | | | W BI| —

5. CONCLUSIONS

A mathematical model and numerical simulations
corresponding to severe slugging in air-water pipeline-
riser systems, are presented. The model is an improve-
ment of the one previously published by the author (Bal-
iflo et al., 2010), including inertial effects. Inertial ef-
fects are taken into account by using the rigid water-
hammer approximation, which was numerically imple-
mented without increasing substantially the complexity
of the model.

A comparison is made with experimental results pub-
lished in literature for vertical risers including the effect
of a choke valve at the top and gas injection at the bottom
of the riser, showing very good results for slugging cycles
and stability maps.
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ABSTRACT

This paper discusses the robust closed loop control
design subject to parametric uncertainties applied to a
crane during a maneuver. Usually crane trajectories are
generated by formulating a minimum time optimal
control in open loop. However, the optimality of the
solution is not maintained due to variations in the plant
over time. This work proposes the use of a model
matching structure to reduce the problems related to
model uncertainties thus trying to preserve the
trajectory  optimality. The robust compensator
minimizes explicitly the matching error between the
real plant and the reference plant. In this application the
main uncertain parameter is the pendulum length and
plays the role of the load lifting. To illustrate the
application experiments were done using a lab scale
equipment. The results observed are very close to those
obtained from numerical simulation.

Keywords: Robust Control, Optimal Control, Model
Matching

1. INTRODUCTION

Cranes are common in various industry segments for
transporting loads. These systems are considered
efficient for their safety in transportation, mechanical
robustness and reliability of loading and unloading
tasks.

Even a crane manually operated need to be
controlled accordingly but one should not expect great
performance since human action can be inaccurate and
not always the best path will be produced, which can
generate, for example, swings that may endanger the
operation, products, equipment, etc. When an automated
system is used, it is reasonable to expect for better
performance. In this case, the system is responsible for
controlling all the variables subjected to the physical
constraints, seeking minimum time, lower power
consumption and minimal oscillation. (Puglia, Leonardi
and Ackermann, 2011; Da Cruz and Leonardi, 2012).

As proposed by Sorensen, Singhose and Dickerson
(2007), the control schemes of cranes may be grouped
into three categories: time-optimal control, command
shaping and feedback control. His own publication can
be considered in the category of command shaping with
a forward action used to determine the appropriate
command signal in order to reduce the swing during a
maneuver. The command shaping approach was also
used by Lee and Choi (2001), who developed a way to

determine the trajectory of the crane based on Lyapunov
stability theorem. Another example is the work of Chen,
Hein and Wérn (2007), where it is proposed an open-
loop control with the trajectory defined based on the
principle of acceleration compensation. In the work of
Lau and Pao (2001), he discusses about the equivalence
of minimum time optimal control and command
shaping for flexible systems.

Normally the minimum time problem is treated in
open loop, but due to modeling errors and disturbances
is necessary to use a closed loop control strategy to
maintain the optimal trajectory with a certain precision.
An example of this is the work of Hicar and Ritok
(2006) which uses the pole allocation method by means
of the Ackermann formulae to provide a robust control
to a crane.

Different closed loop control structures, such as
IMC, multiloop, model matching, etc., are somehow
equivalent to each other in the sense that it is usually
possible to represent the same control law on different
topologies. However, the choice of a particular structure
can make easy the analysis, design or even its
implementation. This paper proposes the use of a model
matching structure to perform the closed loop control
law for a crane which must robustly maintain the
optimal trajectory of both minimum time and minimum
control effort. The optimal maneuver begins with the
crane at rest and carries the load at a fixed distance,
reaching the destination also at rest. The optimal
trajectory does not consider the lift during the
maneuver, and therefore, if this occurs, the trajectory is
no longer optimal. The purpose of using the model
matching is precisely for overcome that problem. The
controller must make a closed loop to behave as the
plant that was used to obtain the optimal trajectory, that
is, without lifting. Thus, the controller must be robust to
variations in crane cable length.

The optimal trajectory was generated in the similar
way as in Puglia, Leonardi and Ackermann (2011). It
takes into account physical constraints of the system,
such as the maximum control effort. Notice that the
design of the robust model matching controller must
also take into consideration those constraints.

To easily incorporate constraints in the robust
controller design, we have chosen to conduct the project
in the time domain by means of a parametric
optimization of the controller coefficients.

A cart-pendulum lab system was used to illustrate
the proposed approach.
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2. METHOD

The proposed methodology is based on a model
matching control structure and its design is discussed in
the sequence. This structure is used to robustly maintain
the optimal trajectory of a crane during a maneuver.

2.1. Model Matching

Consider the standard closed loop control system
diagram in the Fig. 1, where x(t) is the reference signal,
y(t) is the controlled output, and d(t) an auxiliary
exogenous signal. Respectively, F(s) and P(s) represent
the transfer functions of the controller and the plant
nominal model.

F(s) P(s)

v

Figure 1: Closed Loop Control.

In general, the goal of the control system is to have
y(t) closely following X(t). If the nominal plant model is
known and the inverse of its transfer
function M (s) =1/P(s) exists, one can use the input

d(t) as a feed forward action, as shown in Fig. 2.

) 4

M(s)

v

F(s) P(s)

Figure 2: Closed Loop with Feed Forward Action.

In the absence of plant modeling errors the control
system is reduced to an open loop, since y(t) = X(t). In
the presence of modeling errors the controller F(s) need
to compensate for the difference x(t)-y(t) by correcting
the value of u(t). Even disregarding the modeling errors,
often the inverse of the plant model may have issues for
a practical application. For those cases M(s) can be
taken as an approximation of the 1/P(s), and thus the
controller F(s) will probably be required to compensate
for higher deviations. When the plant exhibits constant
gain at low frequency it is common to use a static N(s).

In an optimal control problem, typically, both the
optimal trajectory y = y*(t) and the optimal control
u=u*(t), are available. If it is necessary to keep the
optimal trajectory with a closed loop control we can use
the structure of the Fig. 2. However, one can achieve
feed forward compensation without the use of M(s)
explicitly, by simply using d(t) = u*(t) and x(t) = y*(t).
In this scenario, the feed forward control action diagram
can be redrawn in the equivalent form of the Fig. 3
where the plant model appears explicitly N(s) = P(s) .

> Nis) ; F(s) P(s)

v

Figure 3: Closed Loop Optimal Control.

In a more general scenario the diagram of Fig. 3
can be used even when N(S)= P(s) and may be
applied in an attempt to make the closed loop transfer
function T(S)=y(s)/X(s) aproach N(s). In fact, this
appeal is more easily seen by drawing the diagram in its
equivalent form of Fig. 4.

h 4

N(s)

F(s)

Figure 4: Model Matching Structure.

The structure in Fig. 4 is known in the technical
literature and has been used in some applications like
the one by Jonckheere (1999) for controlling a crippled
aircraft. Note that the error signal in this diagram is, in
fact, the difference between the response of the plant
P(s) and the response of the reference model N(s). If the
controller F(s) can make this error small enough, then
the response of the plant is about the same response of
the reference model. This effect has been called
approximate model matching.

The model matching control structure is used in
this work in order to make the plant response following
an optimal trajectory. The reference model N(s) is the
model used to generate the optimal trajectory and P(s)
represents all real plants. The differences between N(s)
and P(s) may be due to variations in the plant over time
which may even be deliberate. In this work this feature
is used to compensate eventual load hoisting and
lowering during a maneuver.

2.2. Mechanical Model

A scheme of the cart-pendulum system used is shown in
Fig. 5, where m is the load mass, X the cart position
and @ the load angle.

The equations of motion describing the dynamics
of the cart-pendulum model can be, for instance,
derived using the Newton-Euler formalism as described
in Schiehlen (1997).
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\L Ax ':
Figure 5: Cart-pendulum Scheme.

The resulting nonlinear model can be presented in
the form of the following differential equation.

L—d g(toz(t)) + gsen(e(t)) = 4°(xm) g:z(t))cos(go(t)) (1

where g is the gravity acceleration and L de pendulum
length.

Considering that the kinematics of the cart can be
imposed arbitrarily, we define the manipulated variable

u(t) =x(t) @
That allows also defining

d?(x(1))
dt?

a(t)= . 3

In handling anti-oscillatory problems, it is expected
that the maximum oscillation angle be small. This
condition leads to the approximations Seng =~ ¢ and

cos@ ~1. These approximations simplify the equations
of motion to

d? (ot d?(x(t
L TO) g 1) - T 0

Mapping it to the Laplace domain and taking null
initial conditions, one obtains the transfer function

Y(s) &

X(s) Ls’+g )
where

y(t) =o(t) (6)

to be consistent with the notation used in section 2.1.
The model does not incorporate the Coulomb
friction. However, it can be easily included as an
additional torque in the equation (1). In such cases, the
design of optimal control signal should take this into

account or the closed loop control must be robust in the
presence of this modeling error.

2.3. Optimality
The model matching control system proposed in this
work should be able to closely keep the solution of the
optimization problem proposed by Puglia, Leonardi and
Ackermann (2011). This problem is defined by the
objective function (7) and the constraints (8). That is,
should minimize the sum of the absolute control a
(acceleration) in each sampling time (1,.., n), subjected
to the plant dynamics N(s), initial state W(to) and final
state W(t) of the maneuver, and the limits max|v| of the
control effort. Besides, the optimal control a*(t) and the
optimal trajectory y*(t) generated by Puglia, Leonardi
and Ackermann (2011) also includes the time
minimizing in the same optimization problem. Notice
that the overall acceleration is minimized but the
designer could add penalties related to each sampling
time or even limit each value as an explicit constraint.
The optimal signal is used in the model matching
control structure of Fig.4 which is supposed to
maintain Yy(t) close to the y*(t).

m!nJl:\a1\+\a2\+---+\an\ (7)

N(s), w(t,). w(t,), max|a| (8)

We define here internal optimality of the model
matching problem as the property of a(t ), the input
signal of the real Plant P(S), be an optimum control
signal in the sense of the equations (7) and (8). That is,
the value of J, obtained by the solution of the
optimization problem of equations (9) and (10) must be
equal or less than J,. Besides, since the problem also
includes time minimizing, the control signal must also
be optimal in this sense.

min J, =|ay|+|a,|+---+a,| 9)

P(s), w(t,), w(t;), max|al (10)

Note that typically P(s) # N(s) and in general a(t)
may not meet the requirements of internal optimality.
That is, from the viewpoint of the real plant, the model
matching structure can not preserve the optimality
produced by Puglia, Leonardi and Ackermann (2011)
since he applied the control to a plant P(s) = N(s).

Thus, it is defined here what we call external
optimality. Since the transfer function y(s) to X(s) can
match N(s) with a prescribed precision, so if we apply
the optimal control signal

u*(t):“a*(t)dt (11)

to X(t), it sees a plant very close to N(s). Thus, the
optimality of the original solution is preserved in an
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approximate way. With this external point of view, both
kinematics constraints and control minimizing are
aproximately preserved.

2.4. Control Effort
In the frequency domain it can be stated that the model
matching problem is to find a compensator F(s) such
that the absolute value of transfer function x(jo) to
e(jo) = y(jo)-y*(jo) is below a certain prescribed value
in the largest possible range of frequencies (Leonardi,
2006).

For the system shown in Fig.4, the following
equations apply

y(s) = P(s)(1+ F(s)P(s)) ' (L+ F(s)N(s)) X(s) (12)
and
u(s) =L+ F(s)P(s)) " 1+ F(IN(s)) X(s) (13)

Since it is considered here that N(s) is stable,
stability of the system is determined solely by the
closed loop which contains P(s) and F(s), wich is
implicit assured once the performance is achieved.

Consider o> 0 (typically o << 1), a given number
that expresses the desired precision associated to the
model matching error in a certain range of frequencies,
so that

e(jo)| / |x(jo)| <a- (14)

To ensure model matching we have the following
sufficient condition,

P(jo)=N(jo)|

F(j@)P(jo)|2 (15)

obtained from (12) to the typical case in which the loop
gain and precision are respectively large, that is, for
[FGo) Pw)|>>1 and o <<1. This condition shows
that the loop gain increases with either increasing the
distance between P and N as the inverse of c.

From equation (13) is immediate that

u(s) —x(s) = F(s)[L+ P(s)F (s)] *[N(s) - P(s)]x(5) (16)

Under approximate conditions given by o << 1
and |F(jo) P(jo)| >> 1, then (16) leads to

u(je) - x(jw) = P(jo) *[N(jo) - P(jo)] x(jo) > (17)
From equation (17) it follows immediately that

[u(jo) - x(j)|

Gl | P (j@)[N(jo)-P(jo)] | (18)

This last equation shows that the relative increase
in control effort is approximately the same as the
relative difference between the plant and the reference
model. Therefore, reference models that are distant
from the plant model requires a high control effort to be
followed. This is consistent with the condition (15)
wich shows that the greater the distance between the
plant and the reference model, the greater is the loop
gain to ensure model matching.

2.5. Robustness

The modeling errors may be uncertainties in transfer
function of the plant. However, classical margins of
stability alone are unable to reveal the degree of
robustness of a system because, even systems with
favorable margins as [90° o dB], may have its
corresponding Nyquist diagram close to -1+ 0j, and
therefore, are not robust (Da Cruz, 1996).

Model uncertainties can be classified as structured
and unstructured. Unstructured uncertainties are usually
associated to unmodeled parts of the plant that are
frequency dependent such as negletec dynamics. The
structured uncertainties are associated with parametric
uncertainties such as the one in this work.

The main parametric uncertainty of the plant model
(5) is the distance L from the load to the cart. in fact this
uncertainty is intentional and represents the changes of
L over time required during the maneuver. If the
performance of the control system is robust to this
variation L, <L <L, the external optimality is
approximately preserved.

This paper proposes to use the parametric
optimization of the controller in order to include
constraints, beyond the problem of robustness to the
variation of L. The optimization is performed on a time
range suitable for the maneuver and uses as a reference
the optimal signal obtained by Puglia, Leonardi and
Ackermann (2011), but using the model matching
control structure of Fig. 3 or Fig. 4.

To incorporate the problem of robustness in the
formulation of parametric optimization, the objective
function

3= [ e +e(t) +...+ 2 (0)]ct (19)

includes the sum of square of the matching error
between each of the considered m real plant Pj(s),
i={l,., m}, and the reference plant N(s). That is, the
transfer function of each Pi(s) is considered here equal
to N(s) but with a distinct value of L in the range of
I—min =< L =< I—max-

Since in this parametric optimization problem we
can easily add several type of constraints, any physical
restriction of the problem are conveniently
incorporated. It should be noted that limiting the control
effort has been considered in generating the signals
a*(t) and y*(t), however they were generated for the
open loop and in the absence of modeling errors. By
using the model matching to keep the trajectory y*(t),
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there is no guarantee that the acceleration limit is still
respected. Therefore, this restriction should be used
again, now in the design of closed loop controller.

2.6. Controller Selection

Since the nominal plant model is open loop stable a
wide class of controllers are candidate for the
optimization problem. Although a purely proportional
controller can stabilize the closed loop, it causes
excessive noise amplification since the transfer function
of the plant is just proper.

To allow attenuation for high frequency noise, the
transfer function of the controller must be strictly
proper. Thus, a good choice for the controller to this
problem may be one with purely integral action.

The controller design methodology for robust
model matching has been applied and the controller
obtained has the following transfer function.

Flo-2 (20)

3. RESULTS

The results presented in this section refer to the
application of the robust model matching control using
the controller of the equation (20) to a lab scale plant.
The optimal signal was generated for a maneuver
problem in minimum time and minimum control effort
in a manner similar to the one that was obtained by
Puglia, Leonardi and Ackermann (2011). The optimal
control signal takes the pendulum from rest to the other
end, away 0.25m from the start, also arriving at rest.

3.1. Testing Apparatus

The pendulum of the testing apparatus (see Fig. 6)
consists of a 0.215kg mass connected to the cart by a
rod. The mass can be fixed on the rod at different
distances from the cart.

Figure 6: Bytronic Lab Equipment.

The cart driver has a built in position control with
tachometer compensation, as indicated in Fig. 7. Since
that control system is quite precise over the frequency
range that matters in this problem, its dynamics can be
reasonably neglected and thus the cart position is
considered the manipulated variable as it was admitted
in the methodology section.

N
Feedback

©

Figure 7: Schematic Diagram of the Equipment.

The robust controller used in this application has only
an integral action. He was selected to be extremely
simple and yet provide good robustness to parametric
design, which in fact can be verified by the
experimental results.

To implement the compensator it was used the
Real-Time Target Windows™ (Mathworks, 2012)
operating at a sampling frequency of 1KHz, the same
rate used in the generation of the signals a*(t) and y*(t).

3.2. Experimental Results

The controller design was done by considering the
variation in the length of the pendulum in the range
0.15m<L<0.25m, and being 0.25m the nominal
reference value. That is, the reference plant is

Y(s) s
X(s)  0,25s%+9.81

e2y)

The plots of Fig. 8 show the performance in time
domain obtained with the controller. The maneuver
begins att=0sand ends at tf= 1.3 s.

The value of the length L in the reference model
was kept fixed at L = 0.25 m and the L values of real
equipment were changed within the range considered.
Fig. 8 shows the worst case where the real length
Liear =0.15m is most distant from the nominal
L =0.25 m. The figure contains two sets of plots. The
first (a) shows the optimum position u* (red) and the
experimental value of U position (blue). Note that since
the position is the manipulated variable of the control
system, deviations of U from the value u* represent the
extra effort the control system needs to spend to
perform the match.

In the second set of plots (b) it is shown the
experimental angle (blue) that is expected to be close to
the reference angle (red). To complete the analysis, it is
also shown the angle behavior if the system is operating
without control (black).

It can be seen that the integral controller, in fact,
provides a robust performance to the control system.
This is true since both the optimal control signal
(position) and the optimal trajectory (angle), are close to
their reference values even for huge variations of L.

In particular, note that in all plots the final cart
position and the final angular position were achieved
with small error.
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Figure 8: Performance of the Integral Controller for
Liear=0.15m.

The system begins at rest and reaches its
destination in 1.3 s. It is clear from the plots that system
remains at rest after 1.3 s

For the sake of comparison we also designed the
controller using the H, mixed sensitivity. The
performance perceived is similar, but the resulting
compensator is of order 5th with two extra resonances
to the loop which might be undesirable.

4. CONCLUSIONS

This paper discusses the use of a model matching
structure for closed loop control of the optimal
trajectory of a crane. We discussed the design of the
compensator to reduce the problems related to
parametric uncertainties of the plant, thus preserving the
optimality of the initial solution. The project was
conducted by means of parametric optimization of the
compensator and the objective function includes the
matching error of a number of plants with different
values of the pendulum length.

The practical results were obtained applying the
methodology to a cart-pendulum lab scale equipment. It
was found that the designed controller gives robust
performance even for a large parametric Plant variation
as expected during the design.

The overall methodology was developed for a
dedicated application. However, it might be applied for
linear systems with few uncertain parameters and for
modeling errors below 100%.

As a proposal for extending this work the following
investigations are suggested.

This study did not investigate the problem of
rejecting external disturbances caused, for instance, by
wind. Adding a disturbance input to the model matching
structure we obtain a control law that has two degrees of
freedom. That is, it is possible to tune the robust
controller in order to balance between the requirement
to follow the reference signal and to reject the
disturbance. A current research is examining this issue

to propose a design methodology that takes this into
consideration.

This study also did not investigate the problem of
sensitivity of the response in the face of measurement
noise and possible offset in its calibration. The
mentioned above research is also investigating how the
control structure can be altered to minimize this effect,
mainly the one from residual offset. The investigation
also includes the definition of artificial measurable
variables and how the optimal control trajectory of the
crane needs to be modified to do so. Preliminary results
show that it is possible to find necessary and sufficient
conditions for this mapping.

REFERENCES

Chen, S. J., Hein, B., Worn, H. 2007. Swing
Attenuation of Suspended Objects Transported by
Robot Manipulator Using Acceleration
Compensation. Proceedings of the International
Conference on Intelligent Robots and Systems,
(San Diego, USA). 2919-2924.

Da Cruz, J. J., Leonardi , F. 2012. Minimum-time anti-
swing motion planning of cranes using linear
programming, Optimal Control Applications &
Methods.

Da Cruz, J. J., 2006. Controle Robusto Multivariavel.
Editora da USP, 163p

Hicar, M.; Ritdk, J., 2006. Robust Crane Control, Acta
Polytechnica Hungarica. 3(2).

Jonckheere, A. E. 1999. Propulsion Control of Crippled
Aircraft by Hoo Model Matching. IEEE
Transactions on Control Systems Technology, v.7,

Lau, M.A. and Pao, L.Y., 2001. Comparison of Input
Shaping and Time-Optimal Control of Flexible
Structures. Proceedings of the American Control
Conference. Arlington, VA, 25-27.

Lee, H.-H. and Choi, S.-G., 2001, A Model-Based Anti-
Swing Control of Overhead Cranes with High
Hoisting Speeds. Proceedings of the 2001 IEEE

International Conference on Robotics &
Automation. Seoul, Korea. 21-26.
Leonardi, F.; Da Cruz, J. J., Bittar, A., 2006.

Multivariable Robust Control with Time Domain
Specifications: Servo and Regulator Problems.
Electrical Engineering. Berlin, (16), 279-289.

Mathworks Inc. 2012. Real-Time Windows Target™
User’s Guide.

Puglia, L. V., Leonardi, F., Ackermann, M. 2011. Using
Linear Programming for the Optimal Control of a
Cart-pendulum System. Proceedings of the
International Conference on Integrated Modeling
and Analysis in Applied Control and Automation.
pp- 200-205 (Rome, Italy).

Schiehlen, W. 1997. Multibody System Dynamics:
Roots and Perspectives". Kluwer Academic
Publishers.

Sorensen, K., Singhose, W., Dickerson, S. 2007. A
Controller Enabling Precise Positioning and Sway
Reduction in Bridge and Gantry Cranes. Control
Engineering Practice, 15(7), 825-837.

Proceedings of the Int. Conf. on Integrated Modeling and Analysis in Applied Control and Automation, 2012
ISBN 978-88-97999-12-6; Bruzzone, Dauphin-Tanguy, Junco and Merkuryev Eds. 65



FAULT DIAGNOSIS IN NCS UNDER COMMUNICATION
CONSTRAINTS: A QUADROTOR HELICOPTER APPLICATION

K. Chabir, M. A. Sid, D. Sauter

Nancy University, CRAN -CNRS UMR 7039 BP239, 54506 Vandoeuvre Cedex , France.

{karim.chabir, Mohamed-Amine.sid, dominique.sauter} @cran.uhp-nancy.fr

ABSTRACT

In this paper a method for fault diagnosis in quadrotor
helicopter is presented. The proposed approach is
composed of two stages. The first stage is the modelling
of the system attitude dynamics taking into account the
induced communication constraints. Then a robust fault
detection and evaluation scheme is proposed using a
post-filter designed under a particular design objective.
This approach is compared with previous results based
on the standard Kalman filter and gives better results for
sensors fault diagnosis.

Keywords: Networked control systems, Diagnosis,
generation residual, evaluation residual, Quadrator
helicopter.

1. INTRODUCTION

Unmanned Aerial Vehicles (UAV) are receiving a great
deal of attention during the last few years due to their
high performance in several applications such as search
and critical missions, surveillance tasks, geographic
studies and various military and security applications.
As an example of UAV systems, the quadrotor
helicopter is relatively a simple, affordable and easy to
fly system and thus it has been widely used to develop,
implement and test-fly methods in control, fault
diagnosis, fault tolerant control as well as multi-agent
based technologies in formation flight. Navigation and
guidance algorithms may be embedded on the onboard
flight microcomputer/microcontroller or with the
interference by a ground wirelesses/wired controller in
others cases. In our setting the quadrotor is controlled
over real time communication network with time-
varying delays and therefore is considered as a
Networked control system (NCS). In general NCS is
composed of a large number of interconnected devices
(system nodes) that exchange data through
communication network. Recent research on NCS has
received considerably attention in the automatic control
community (Zhang, et al., 01; Tipsuwan and Chow, 03;
Huajing et al., 07; Mirkin and Palmor, 05; Hespanha, et
al., 07; Richard, 03). The major focus of the research
activities are on system performance analysis regarding
the technical properties of the network and on the
controller design schemes for NCS.

However, the introduction of communication networks
in the control loops makes the analysis and synthesis of
NCS complex. There are several network-induced
effects that arise when dealing with the NCS, such as
time-delays (Niculescu, 00; Nilsson, et al., 98; Pan, et
al., 06; Schollig, et al., 07; Dritsas, and Tzes, 07; Yi, et
al., 06; Zhang, et al., 05; Behrooz, et al.,08), packet
losses (Xiong, and Lam, 06; Sahebsara, et al., 07; Yu, et
al., 04; Li, et al, 06) and quantization problems
(Goodwin , et al., 04; Montestruque and Antsaklis, 07,
Frank and Ding, 97). Because of the inherent
complexity of such systems, the control issues of NCS
have attracted attention of many researchers, particulary
taking into account network-induced effects. Typical
application of these systems ranges over various fields,
such as automotive, mobile robotics, advanced aircraft.

The fault diagnosis has become an important
subject in modern control theory (Frank and Ding, 97,
Gertler, 98; Isermann, 06; Stoustrup, and Zhou, 08;
Basseville, and Nikiforov, 93). The study of fault
detection (FD) in NCS is a new research topic, which
gained more attention in the past years. For instance, the
results in (Sauter and Boukhobza, 06; Sauter, et al., 07 ;
Llanos, et al., 07; Chabir, et al., 08; Chabir, et al., 09;
Chabir, et al., 10; Al-Salami, et al., 08) are focus on
networked-induced delays. The problem studied in
(Zhang, et al., 04; Wang, et al., 06) is the analysis and
design of FD systems in case of missing measurements.
The fault detectability and isolability in NCS have been
discussed in (Sauter, et al., 09; Chabir, et al., 09). The
fault tolerant structure is studied in (Ding and Zhang,
07 ; Patton, et al., 07; Kambhampati, et al., 06).

Delays are known to degrade drastically the
performances of a control systems, for this reason,
many works aimed at reducucing the effects of induced
network delays on NCS (Tipsuwan and Chow, 03; Yu,
et al., 04; Li, et al., 06; Goodwin , et al., 04). In the
majority of the studies concerning the stabilization of
networked control systems, the delay is considered to be
constant (Schollig, et al., 07) or bounded (Dritsas, and
Tzes, 07), but the dynamics of the delay corresponding
to the characterization of the network is not taken into
account in general. Thus, it is interesting to estimate the
delay, in order to generate an optimal control, as well as
algorithms of faults detection that take into account the
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network characteristics. One approach is to consider the
delay as a Markov chain (Yi, et al., 06; Zhang, et al.,
05). In order to predict such a random delay, artificial
neural networks can be used (Zhang, et al., 05).
However, such a methods are considered to be not
suitable for real time implementation (Behrooz, et
al.,08).

The objective in this study is diagnosis of
quadrotor attitude sensors fault under wvariable
transmission delay. First, attitude dynamics model
taking into account the variables transmission delay is
presented. Then we propose a robust residual generation
and evaluation scheme using a post-filter that verify a
particular design objective. This approach is compared
with previous results based on the standard Kalman
filter and gives better results for sensors fault diagnosis.

The rest of the paper is organized as follows. In
section 2, the quadrotor helicopter attitude dynamics is
modeled and then controlled using LQR approach.
Section 3, presents the first main result of this paper,
which is related to the modeling of networked control
systems. Finally, section 4 we present our second main
result concerned with the residual generation and
evaluation using an adaptive threshold. The paper is
concluded in Section 5

2. DESCRIPTION OF

HELICOPTER DYNAMICS
The mini-helicopter under study has four fixed-pitch
rotors mounted at the four ends of a simple cross frame
Figure 1. The attitude is modeled with the Euler-angle
representation which provides an easier expression for
the linearized model. Moreover the Euler-angle
representation is more intuitive. The inertial
measurement unit model is given with the quaternion
representation of the attitude. This choice is govern by
the implementation of the attitude observer that will be
easier with the quaternion parameterization of the
attitude.

QUADROTOR

Figure 1: The quadrator mini-helicopte.

2.1. Quadrotor model

The quadrotor is a small aerial vehicle controlled by the
rotational speed of four blades, driven by four electric
motors (3) A quadrotor is considered a VTOL vehicle
(Vertical Take Off and Landing) able to hover. Two
frames are considered to describe the dynamic

equations: the inertial frame N(X,, Yn, Z,) and the body
frame B(Xy, Yy, Zp) attached to the UAV with its origin at
the centre of mass of the vehicle.

The quadrotor orientation can be parameterized by
three rotation angles with respect to frame N: yaw (),
pitch (8) and roll (D). w € R* is the angular velocity of
the quadrotor relative to N expressed in B. The
quadrotor is controlled by independently varying the
rotational speed aiy, | = 1:4, of each electric motor. The
force f; and the relative torque Q; produced by motor i
are proportional to ;.

f, =baw?; (1
Qi =kap )
where k> 0, b > 0 are two parameters depending on the

density of air, the radius, the shape, the pitch angle of
the blade and other factors.

Figure 2: Quadrator mini-helicopte configuration: the
inertial frame N(Xp, Yn, Zn) and the body frame B(Xy, Y,

Zb)-

The three torques that constitute the control vector
for the quadrotor are expressed in frame B as:

@ =d(f,—f4) (3a)
73 =d (f;~f3) (3b)
wd =Q1+Q3-Q,-Qq (c)

d represents the distance from one rotor to the centre of
mass of the quadrotor. From Newton-Euler approach,
the kinematics and dynamic equations of the quadrotor
are:

NG
(4.64) =Mo )
I o=-oxl; o+71, +G, ®)
where I; € R’ represents the constant inertial matrix
expressed in B (supposed to be I; = diag(l,ly,lr,)) and
x in (5) denotes the cross product. Matrix M is defined
with
1 tandsing tanédcosg
0 COoS ¢ —sing
sing cos ¢ @y ©)
cosd cosd @
The gyroscopic torques G, due to the combination

of the rotation of the quadrotor and the four rotors, are
modeled as:

M =
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4 :
Gy =D I (@xe)(-1) ey (7
Ir is the inertia of the so-called rotor (composed of the
motor rotor itself, of the shape and of the gears).

A linear control law that stabilizes around hover
conditions the system described by the non-linear model
(4) and (5) is established. Note that nonlinearities are
second order, therefore it is reasonable to consider a
linear approximation. From (4) and (5) and for hover
condition (¢ =@ =y =~0), it comes:

(2.0 =(o,09,05) @®)

Then the dynamical model is obtained in terms of Euler
angles

ley —1 4
¢..=9.W.£ fy —'fz }Li (9a)
I x
o= | 2~ +i (9b)
Iy Y
Ly —| 4
W"=¢'9{ fxIf fy }rlffi (9c)
z Z

The gyroscopic torques G, are not considered for the
design of the control law. However, they will be
considered in simulations in order to analyze the
robustness features.

2.2. Attitude control

In this section, the linearized model of (4) and (5) is
first derived. Then a control law is briefly summarized.
Note that this paper is not dedicated to the
determination of a particular control law (see for
instance (Guerrero-Castellanos, et al., 07; Tayebi and
McGilvray, 06). Therefore a LQ controller is
implemented. In the third subsection, the estimation of
the network induced delay with an Extended Kalman
Filter is considered. This technique is then applied to
the Network controlled quadrotor. Define the state
variable:

. . N
X" =(4.4.0.6"y.y") (10)
The system (9) linearization around the hover
conditions is:

X (t)=Ax(t)+Bu(t) (11)
where
Ag 0 0 By 0 0 01
A= O AO O > B= 0 By 0 > AO:(OO)
0 0 A 0 0B,
0
andB; = mﬁj (12)

The attitude stabilization problem is to drive the
quadrotor attitude from any initial condition to a desired
constant orientation and maintain it thereafter. As a
consequence, the angular velocity vector is also brought
to zero and remains null once the desired attitude is

reached, X — 0, t —oo. The discrete linear controller
is given by

u(kh)=-Lx (kh) (13)
and the plant is modeled as:
Xy =Dxy +Tuy (14)
satisfy the system dynamics constraints:
N -1
J = kzo[xIdek +Up Rduk]+x,T\,Q0xN (15)
where:
k+1)h
®=e"", F:J'éh+) e SBds ,
(k+1)h
Q4 :jkh Ny (S)Qd(s)ds , and
k +1)h
Ry :jk(h ) (" )Qr(s)+R s (16)

where matrices Qq4, Ry and Q, are symmetric and
positive  definite.  Furthermore, the following
assumptions are done.

drone attitude Output signal
20 [ desired trajectery
3o b
oant
-20 7
0 500 1000 1500 2000 2500
time instants
.20
R e e
-20
0 500 1000 1500 2000 2500
time instants
20
2 9 AN sl AT TN HV
3 N NV H -
-20
0 500 1000 1500 2000 2500

time instants

Figure 3: Quadrotor attitude (¢, 0, l//) and reference.

Assumption 1: The full state vector is available (angles

and angular velocities). In practice, these variable

states are obtained by merging the measurements of

rate gyros, accelerometers and magnetometers using a

dedicated attitude observer (Guerrero-Castellanos, et

al., 07).

Assumption 2: A periodic sampling is used.

Assumption 3: The control signals remain constant

between two updates.

Proposition 1: Consider the quadrotor rotational

dynamics described by (9). Then, the discrete control

u = defined by:

u(kh)=[ £ (kh) £ (kh) rg’(kh)]T
=-Lx (kh)

which satisfies (14) while minimizing (15) locally

stabilizes the quadrotor at X = 0.

Remark 1: The weighting matrices Q4 and Ry are

chosen in order to obtain a suitable transient response,

while only feasible control signals are applied to the

actuators. Then for a sampling time h = 0.01s the matrix
gain is.

(17
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[0.0352 0 0
0.0284 0 0
0 00352 0
L= (18)
0 0024 0
0 0 00352
0 0  0.0284]

Here we simply present some results of the drone
attitude simulation with a variable step response (Figure
3) and the LQ controller signal (Figure 4)

control signal

€ o
S
81
0 500 1000 1500 2000 2500
time instants
=1
=
5 ol ~—AN v A / A
ER 4
0 500 1000 1500 2000 2500

time instants

1 } } A

R PO D W PR P

z
So /
31
0 500 1000 1500 2000 2500

time instants

Figure 4: Control signal.
3. NCS MODEL AND TRANSFORMATION

Induced time delays in networked controlled
systems can become a source of instability and
degradation of control performance (Yi, et al., 06;
Zhang, et al., 05; Behrooz, et al., 08; Xiong and Lam,
06; Sahebsara, el al., 07). When the system is controlled
over a network, we have to take into account the sensor
to controller delays and controller to actuator delays.
Note that delays, in general, cannot be considered as
constant and known. Network induced delays may vary,
depending on the network traffic, medium access
protocol and the hardware.

Assumption 4. For data acquisition it is supposed that
the sensor is time-driven and the sampling period is
denoted by h. Both the controller and the actuator are
event-driven. We mean that calculation of the new
control or actuator signal is started as soon as the new
control or actuator information arrives as illustrated in
Fig. 5

Assumption 5. The unknown time-varying network
induced delay at time step k is denoted by t, and

1 =T, +10 is smaller than one sampling period

1 <h, rskc and rﬁa are the sensor-to-controller

delay and the controller-to-actuator delay, respectively.
There is no packet dropout in the networks.

Thus, the control input (zero-order hold assumed)
over a sampling interval [kh, (k + 1)h] is:

) |ukl,tekh, kh + 7
U, =

U tefkh+7m, k+1h] (1)

Let us first assume that the residual generation and
evaluation algorithms are executed instantaneously at
every sampling period k. Based on this assumption, if
the control input is kept constant over each sampling
interval h, and if we consider that fault inputs present
slow dynamics, the discrete time system can be
described by:

{Xk+1:q)xk +T0,7, Uk + 11,7 Uk 1
Yk =Cxy
where

h—7c A h A
oz =jo e"Bds, Iy ='[h_rke SBds  (21)

(20)

h

Like r=[eASBds=Tq, +T} ¢, thus
0

T =TT g, (22)

Sensor signal
& sampling

v

(k-1)h  kh (k+1) h
A Signal received
by controller

sc sc
Tk Tk 41
< <

v

(k-1)h  kh 1 (k)b
A Controller | VTR "
signal i LY A Rl

v

(k-)h  kh  (k+1)h

Figure 5: Timing diagram for data communication.

According to the property of definite integral, If we
introduce the control increment Auy =Uy —Uk 1 , let

the plant (20) with unknown disturbance vector, dy and
fault vector, fi, which must be detected, is described
by:

Xk 41 =DPxg +Tug +1“1,Tk Aug +E‘Xdk +‘Pxfk

Yk =Cxg +Eydk +‘I”yfk

(23)

where f, € RY the fault vector and d; € RY the noise
vector.
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Suppose that the matrix A is called diagonalizable if P
is invertible

A=PAPL = Pdiag (41, 4 )Pt (24)
where 4;,:--, 4, are eigenvalues of matrix A, then there
is:

A

eAl o f AL+t !

= AM"
n!

n
_ppliparph +---+i'(PAP‘1) ¢
n!

(25)
:P(I +At+---+i|Antan_1
nl
Then, with (23), we have that:
h
Ty Aug = [ PerP~1Bds Auy
h-zy
h
=P j eAtdsP_lBAuk
h-zy
A _
j eflds 0 - 0
h-7
0 : 1
:P . . . P BAuk
: U 0
h
0 - 0 I e/nlds
i h-zy
(26)
Lean 0
%
0 : 1
:P . . . P BAUk
: U 0
0 o0 Leah
L ﬂ’n J
ieil(h‘fk) 0 0
Z
0 : 1
-P . .. P "B Aug
: U 0
0 0 1 eln(h_fk)
(27)

. 1 1 1
=I[pAug —Pdig| — , —, -+ —
M1 A An
A(hen) |
(28)
] eiz(h-rk)
xdiag (S )
_eﬂn(h-’[k)_
eA(hen) |
eﬂz(h-‘[k)
=T"pAAUk _FA,k : =T AAUg —FA’dek
en(hrc) |
(29
where
.
e :[,b’& B ﬂQ] —plB AU, eRM,
_IB& . . i}
- 0 ﬂkz : -1
diag (B¢ ) = :dlag(P BAuk),
. 0
0o - 0 ’3&‘
Leah 0
A
0 : 1
'p=P . 0 P B and
0 o 0 Loah
L An |
. 1 1 1 .
Cpg =Pdiag| —, —, - — |diag(f
) n ()

According to (29) the model of Eq. (23) can also be
rewritten as :

Xk 11 =PXg +Tug +TpAug
—FA’dek +Eydy + Wy Ty (30)
Yk =Cxg +Eydk +‘nyk

By definition, T} :[F FA], up =

Etk =2 Tak ]

d
a2 :{d K } we get:
7.k

Xk 41 = DXk +Fiuﬁ +E§‘ kdlf' +W, fg
’ (31
Yk =Cxyg +E?/d|f' +‘I’yfk

Assuring the robustness of residual generators in
practical situations against inevitable unknown input
disturbances is commonly recognized as the main
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design problem for FDI schemes. In the case of
structured types of uncertainties, the current literature
proposes a variety of solutions for achieving robustness,
see for instance (Chen and Patton, 99; Ding, 08). In the
next section FDI is revisited, considering network
effects.

Model based Fault detection relies on the
generation of a residual which must be sensitive to
failures and able to distinguish failures from other
unknown disturbance inputs. The design must ensure
that residuals are closed to zero in fault free situations
while clearly deviating from zero in the presence of
faults. In a first attempt, the idea is to consider a
residual generator based on the state observer.

Xk 41 = DXk +F|'"(‘ui +L(yk —yk)

(32)
Yk =CX
and the residual generator:
e =T (Yk —Yk) (33)

where T and L are matrices that are designed in order
to fulfill fault detection and isolation requirements.
From (32) and (33), the estimation error & =Xy —Xk
and the output of the filter propagate as:
& 41 = (®—LC)g +(E§ P LES )dl";1 -
(e —Lwy )fi
where @ —LC is a stable matrix, and L has to ensure a
best estimate of the process states. It results that

lim g¢ =0, which leads (after z-transformation) to
t—0

r, =T (C (21 -@+Le) (=2, ~LE )+55 )df
T (c (21 ~@+LC) Y (wy -Lwy )+ )fk
(35)

The observer gain matrix L and T are
determined such that the following requirements are

guaranteed
1. Asymptotic stability under fault free conditions
(ie.fg =0);

2. Minimization of disturbance effects;
3.  Maximization of fault effects;

Perfect fault detection, which means perfect
decoupling from unknown inputs with:
T (c (21 -@+Le) (=2, -LE] )+55 )ollil 0
(36a)
T (c (21 —@+LC) H(wy —Lwy )+ )fk #0
(36b)
Actually, there are various approaches (Gertler, 98;
Chen and Patton, 99; Frank and Ding, 97; Ding, 08) to
determine the gain matrices L and T, but we do not

discuss this topic in the paper. If, it is now supposed
that the system is controlled over a network, then we

have to take into account the sensor to controller delays
and controller to actuator delays.

For illustration purpose we consider a simulation
of the system described by equations (11). It is
supposed that the FD system based on the standard
Kalman filtering is connected to the plant via a network.

In the simulations, the network delay is supposed
to be Gaussian variable, the fault associated to the first
attitude sensor “¢ : Roll” occurs at time instant k=

1000 and the fault associated to the second attitude
sensor “i : Yaw” occurs at time k= 1500.

Residuals generation

Z s o Pt [~ A
S \V 4
4
-1
0 500 1000 1500 2000 2500
time instants
1
% o ~ kv‘ P J" ~ \~ fa |
g T
-1
0 500 1000 1500 2000 2500
time instants
1
z 9 . oSN i,
g [~ ~—V
-1
0 500 1000 1500 2000 2500

time instants

Figure 6: Residuals generation by standard kalman filter
(IJAAC).

Result shown before doesn’t allow (Fig.6.) to
distinguish between the fault and the network variable
delay effects. Hence, it appears that the robustness of
the fault diagnosis system against network induced
delays depend on the amplitude of the unknown
term T d i -

Assuring the robustness of residual generators in
practical situations against inevitable unknown input
disturbances is commonly recognized as the main
design problem for FDI schemes. In the case of
structured types of uncertainties, the current literature
proposes a variety of solutions for achieving robustness
(Chen and Patton, 99; Ding, 08). In the next section FDI
is revisited, considering network effects.

4. ROBUST RESIDUAL GENERATION AND
EVALUATION

The objective of fault diagnosis is to perform two main
decision tasks (Frank and Ding, 97): fault detection,
consisting of deciding whether or not a fault has
occurred, and fault isolation, consisting of deciding
which element of the system has failed. The general
procedure comprises the following two steps:

e Residual generation: the process of associating,
with the pair model-observation, features that
allow evaluating the difference with respect to
normal operating conditions.
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e Residual evaluation: the process of comparing
residuals to some predefined thresholds
according to a test and at a stage where
symptoms are produced.

This implies designing residuals that are close to
zero in fault-free situations while clearly deviating from
zero in the presence of faults and that possess the ability
to discriminate between all possible modes of faults,
which explain the use of the term isolation.

Therefore, the objective here is to design a residual
generator similar to the one described by equation (31)
which in addition is robust against network delays
influence. Several approaches have been proposed in
the literature (Wang et al., 06; Sauter and Boukhobza,
06; Chabir, et al., 08)

4.1. Residual generation

A solution of the above mentioned problem towards the
design of observer based residual generator will be
derived. Under the following assumptions:

=

The overall system dynamics, which includes the
plant and the residual generator, can be expressed as

Zk+1=A_Zk +B_Uﬁ +§klxdi' +‘¥’ka

_ (38)
rge =TCzy +T =8 dk +T‘nyk
_ o 0 a
where A = C [O C] B = F ,
0 ©-KiC 0
=a Wy
= =x,k — X
Ek x = , and Wy ={ }
' —a —a Y, - LY
Ex K —L:y X y

It is assumed that the plant is mean square stable.
Since the observer gain matrix L has no influence on the
system in (38). The overall system dynamics (plant +
residual generator) is mean square stable.

The post-filter T and the observer gain matrix L
are the design parameters for the residual generator. The
main objective of the design of the residual generator is
to improve the sensitivity of the FD system to faults
while keeping robustness against disturbances. Thus,
the selection of the design parameters L, T can be
formulated as an optimization problem such as:

Gy
SupJ =sup — (39)
LT [cM
e8]
where
GY =TC (21 -A+LC) & =2
Mo Eqx +TES (40a)
_ _ -1
Gyl =TC(z1 -A+LC) ¥y +T Wy (40b)

4.2. Residual evaluation
The second step of the fault detection procedure is to
evaluate the residual. Residual evaluation is an
important step of model based FD approach, i.e. see for
instance in (Ding, 08). This stage includes a calculation
of the residual evaluation function and a determination
of detection threshold. The decision for successful fault
detection is finally made based on the comparison
between the results obtained from the residual
evaluation function and the determined threshold.

The following residual evaluation function is
proposed :

e 1 ' 1 N
Ik =||rk||2,N = (Wzrk—i] [Wzrk—i] GD

i=1 i=1
Where N is the length of the evaluation window. The
variance of the residual signal can be expressed as:

o =E[(n - )| (- ) G1)

Under the assumption that the unknown input and
control input are L, - bounded, the following theorem is

given:

Theorem 1:
Given system (14) and the constants y, > 0,7, >0. The

following equation holds true:

Ork =E((fk ) (i ))

k
<;/12( VAU Auj)+y2(vlvk +AuIAuk)

(31)
If there exist P >0 so that:
P PA PB Ej
ATP P 0 O
—r <0 (31)
B'P 0 -l 0
=T
:k X P 0 0 _I |
P C
. <0 (31)
C —}/1|
-1 Yy
T <0 (€29)
_\Py -9l
where
=a K
= X, za _[= =
Sk Tl g L=a | Xk _[HX _FA’k} and
=X,k =y

T k is calculated for Au =max(Au).
The proof is similar to the one mentioned in (Al-
Salami, et al., 08), hence it is omitted. Note that Auy is

set to the allowed upper bound of the control input
max (Au) .
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The threshold can set as : thh = /aN p 31
Where B =supoi

k
T T

B=v1|06d2+ Z(Auj AUJ‘) +72 (Sd,oo +AUkAUk)

=0

¢ T T
where 64 2 = Z (V iVi ),5d o2V KV -

i=0
are the Ly,L,, of the unknown input, respectively, and
0<apn <1 is a constant value depends on the length of
the evaluation window N .

The parameters yq,y, are some constants which
represents the bounds of the variance of the residual
signal.

Note that because the residual signal is a white
noise process, the threshold will depends on the
statistical part of it (which means the variance of
residual signal).

After the determination of a threshold, a decision
has to performed, if a fault occurs. The Decision logic
for the FD system can be defined as follows:

3 >IN = faule
38 <3 = no fault
The threshold Ji, (k) is adaptive and is influenced

from Auy , which has to be calculated online.

In the next section simulations are performed in
order to validate the results of the proposed residual
evaluator.

Residuals evolution

evaluated residual
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Figure 7: Evaluated residual.

The upper bounds on the unknown inputs
are &, , =0.15,6, , =0.28. The length of the evaluation
window is set to 50 and «,, is set to 0.3. The parameters
of the Threshold (bounds on the variance of residual)
are computed as y, =0.0058,y, =0.05. The threshold

is then to determine (adaptive) on-line during the
simulation.

From the result shown (fig. 7.) it is clear that the
adaptive threshold allows fault detection and the likcly-
hood of the false alarm rate is extremely minimized.

5. CONCLUSIONS

In this paper the residual generation and evaluation
issue is presented within the framework of networked
control systems. The problems, addressed in this paper,
are (i) robustness against network delays as well as
noise (ii) reducing the false alarm rate. In this context, a
quadrotor attitude sensors fault is detected by a post-
filter and compared to an adaptive threshold. That
considers the variation of control inputs as well as
unknown inputs. The problem of threshold design is
established in terms of linear matrix inequalities.
Validation results show the effectiveness of the
obtained results.
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ABSTRACT

The society’s acknowledgement of the importance of
Earth’s water resources has been significantly enhanced
over the last decades, in the 1990s and 2000s. The
populational growth and the environmental degradation
make the efficient management of water resources even
more vital for humanity. This article presents a new
systematic proposal comprising the use of automation
technology in order to allow significant efficiency gains
in harnessing, treatment, reservation, distribution,
collection and management of water resources and thus
to contribute towards a sustainable development. The
proposed system is nominated Automated Management
Integrated System of Intelligent Sanitation (Sistema
Integrado da Gestdo Automatizada de Saneamento
Inteligente - SIGASI). Consists of a hardware and
software architecture that integrate the Expert Systems
(Artificial Intelligence) and the Supervisory Systems, in
actual operation time. The system was virtually validated
with tests based on parameters of an actual Water
Pumping Station (WPS). The test methodology, the
virtual treatment station simulation system and the
automation system, the hardware and software
architecture and the gains obtained in the tests are also
shown in this article.

Keywords: Automation, Management, Water Resources,
Sustainability, Expert System, Artificial Intelligence

1. INTRODUCTION

Water is not only an essential element for life, but a
factor of major importance in the processes of social and
economic development, increasingly taking an essential
role in humanity’s sustainable development. It is
notorious and evident that the concern with water or its
shortage has brought, to an increasing extent, challenges
to different societies and Government bodies. However,
the issue includes more than the existence of water
resources, it embraces their use and supply systems,
which are required to meet the needs related to people’s
general health and the economic and sustainable
development (Tsutiya 2004).

1.1. Need of a Better Management of Water
Resources

The use of water for different purposes has been
expanded due to the intensification of human and
economic activities and populational growth (Brandao
2003; Tsutiya 2004). Thus, during times in which the
development process rate runs faster, there is an increase
of the basic resources demand, including water. This was
noted in some regions of the world, during the second
half of the last century. Therewith, the management of
water resources also grew more important and complex,
benefiting from systems analysis theories and practices
and operational researches since the end of the Second
World War (Branddo 2003). Afirming that the sanitation
system in Brazil is the context for which this article is
headed, it becomes necessary to show a few
macrodeficiencies in this segment’s infrastructure, which
may aid sustainable growth if minimized and help a
more efficient management style, for example:

a. The absence of a device establishing the
monitoring and encouragement of performance
enhancements in the losses reduction in Brazillian water
supply systems. According to Tsutiya (2004), the losses
measured through the ratio between invoiced volumes
and the volumes available for distribution were 40.6% of
the national average value. Also in 2001, the State
companies recorded an average income loss of 40.4%.
(IWA 2002) In 2007 and 2008, this value was
respectively 39.1% and 37.4%, according to a National
System for Information report about Sanitation (Sistema
Nacional de Informagdes sobre Saneamento — SNIS).
The physical losses, represented by leakages in the
distribution networks, have had serious consequences in
the company’s business performance. Since the lost
water is not billed, they represent greater production
costs and greater expenses with electrical energy and
chemical products for water treatment, which end up
being incorporated into the rates. Internationally, on
average, Asia shows an overall loss of about 42% in its
water systems, compared with 39% in Africa, 15% in
North America, and 42% in Latin America and the
Caribbean (WHO-UNICEF 2000). For example, the city
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of Delhi, India, showed a water loss rate of 53%, while
the city of Tokyo, Japan, a country whose cities have the
lowest water loss rates in the world, had an average loss
of only 4.5%. In case of New York City, in the United
States, the water loss indicator in the system suggests a
water loss of 30%.

b. Ineffective operationalization of sanitation
systems, which must be optimized through the use of
more rational techniques and scientific work, possibly
through partnerships with Universities. One clear
example of optimization would be paying close attention
to the electric power consumption issue in the sanitation
cycle and making it more efficient, as electric power is
the most significant element of the sanitation cost in
Brazil, usuallyusually second only to payroll. For
example, by using the data released by Sao Paulo
Sanitation Company (Companhia de Saneamento Basico
do Estado de Sdo Paulo — SABESP) (2010), one can
notice that in 2010 the kilowatt-hours/m®* number
indicator in the water production process was 0.613
kWh/m?, with a consumption of 1,810,291,074 kWh and
a produced volume of 2,952,386,248 m’, providing a
unit cost per kilowatt-hour of 0.13 (US$/kWh). In the
sewage treatment process, the indicator came to 0.41