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WELCOME MESSAGE 2018 

These words cover a very broad and difficult topic addressing the most severe 
problem of our age. Thanks to our scientific and technological development, we are 
now probably capable already to completely destroy our environment: the ecosystem 
of our Earth, where our children and grandchildren should grow up and thrive.  
As I was born, there were around 2 billion people on the Earth. Now we approaching 
8 billion. Overpopulation is just one cause: we are even per capita consuming too 
much at the same time. This year all the renewable resources provided per year by 
our globe were completely consumed up already before September. 
We are accustomed to the relatively cheap energy. All the electrical energy 
generated for a Hungarian family of four is equivalent to the physical work of around 
50 slaves. One kWh energy equivalent to lifting 3600 times close to 100 kg weight to 
the height of 1 meter. We pay for this work around 10 eurocents. The most in 
Europe: 30 eurocents. In the meantime it looks like that the climate change really 
has been started already. 
Something has to be done. Scientist should show the present situation in detail to the 
population in order to comprehend: where this approach leads. We should find ways 
to overcome the troubles of the present situation and to assist to the inconvenient 
and tiresome changes we should encounter. 
We got nine excellent papers from eight countries including China and Mexico. It 
seems not too much but already something to consider and think over. New methods 
and technologies helps us to reduce the need and consumption of fossil fuels. New 
methods are to be worked out to find the way out of this situation. 
The only way to show the possible solutions: simulation. Modeling and simulation. 
Tools that already became indispensable. Modeling should help us to understand the 
„what and how”, and simulation shows „where that leads”.  
I wish a good stay with us in Budapest, on the Margarethe Island, in the middle of the 
Danube river, on the shores of which everything happens in Budapest. 
 

 

Janos Sebestyen Janosy 
 
MTA EK Centre for Energy 
Research Hungarian Academy 
of Sciences, Hungary 

 

Gregory Zacharewicz 
 
Ims Université Bordeaux 1  
France 

 

 

Letizia Nicoletti 
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ABSTRACT 

The present work repots the modelling of a solar air 

conditioning pilot plant to be installed in the Centro de 

Tecnología Avanzada (CIATEQ) in the city of Queretaro, 

México. The modelling was carried out by using the 

software Transient System Simulation Tool-16 (TRNSYS-

16). The pilot plant mainly consists of an absorption 

cooling system, a solar collector’s field, a hot water 

storage tank, a cooling tower and an air handler. The 

office of the CIATEQ were first modelling without an air 

conditioning unit and then with the proposed solar air 

conditioning pilot plant. The results showed that without 

air conditioning, temperatures higher than 28 ºC can be 

reached between the 12:00 and the 19:00 hours during 

spring and summer, while with the proposed pilot plant 

temperatures not higher than 25 ºC can be obtained during 

the whole year during the working hours. 

 
Keywords: solar cooling, solar air conditioning, 

absorption systems, ammonia-lithium nitrate 

1.   INTRODUCTION 

Currently, many industries worldwide deliver waste heat 

to the atmosphere at low temperatures reducing with this 

the efficiency of the plant. The BCS of the U. S. 

Department of Energy (2008), estimated that just in the 

USA the unrecovered waste heat is 900 Trillion Btu/year 

at low temperatures. Absorption cooling systems (ACS) 

are some of the most attractive systems to recover 

industrial waste heat, because absorption systems 

consume negligible amounts of primary energy. Also, 

ACS may operate with renewable energies, such as solar 

or geothermal. According to Abdullah and Hieng (2010), 

in general, ACS uses natural refrigerants as water or 

ammonia, which do not contribute to global warming or 

ozone depletion. 

Up to now, ammonia/water and water/lithium bromide 

have been the most used mixtures in ACS since they 

possess great advantages; however, they have some well-

known disadvantages. According to the literature reviews 

carried out by Best and Rivera (2015) and Rivera et al. 

(2015), the ammonia/lithium nitrate mixture possesses 

some advantages over the conventional ones. For 

instance, contrary to the systems operating with 

ammonia/water, absorption systems operating with an 

ammonia/lithium nitrate mixture do not require a rectifier 

and may operate at lower generator temperatures and 

higher condensation temperatures and achieve higher 

coefficients of performance, as reported by Wu et al. 

(2012), and Boman et al. (2017). On the other hand, 

systems operating with an ammonia/lithium nitrate 

mixture do not operate in vacuum conditions such as the 

systems operating with water/lithium bromide mixture do. 

For cooling applications, the proposed mixture may be 

used for air conditioning and refrigeration, while 

water/lithium bromide can be only used for air 

conditioning since water is the refrigerant and is limited to 

operating at temperatures greater than 0°C. 

Some of the relevant studies related to solar absorption 

cooling systems using the ammonia/lithium nitrate 

mixture are the following: 

Wang et al. (2000) reported the results of an improved 

absorption refrigeration system operating with ammonia-

lithium nitrate that uses a series of absorbers, among 

which one absorber is cooled by the external medium and 

the other absorbers are cooled by refrigerant at staged 

pressures between the evaporation and condensation 

pressures. The system was able to operate at temperatures 

as low as 65°C and produce refrigeration temperatures as 

low as -40°C. Rivera et al. (2011), developed an 

intermittent solar absorption refrigeration system 

operating with the NH3/LiNO3 mixture using a cylindrical 

parabolic collector instead a typical generator to provide 

the energy to the system and to produce the refrigerant, 

simultaneously. The system operated at generation 

temperatures between 75°C and 110°C and achieved 

evaporator temperatures as low as -11°C. The authors 

reported that the proposed system can produce as much as 

8 kg of ice per day. Moreno-Quintanar et al. (2012), 
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compared the results of the system developed by Rivera et 

al. (2011), operating with NH3/LiNO3 and 

NH3/LiNO3/H2O mixtures. The authors reported that with 

the ternary mixture, the solar coefficients of performance 

were as much as 24% greater than those obtained using 

the binary mixture. Llamas et al. (2014), reported the 

results of a solar absorption air conditioning system of 10 

kW of cooling capacity operating with the 

ammonia/lithium nitrate mixture. The system was able to 

produce chilled water at temperatures as low as 0°C with 

coefficients of performance of approximately 0.5.  

Zamora et al. (2014), reported the results of two pre-

industrial absorption cooling systems operating with an 

ammonia/lithium nitrate mixture. One system was air-

cooled, and the other was water-cooled. The second 

prototype was built with PHE as the main component. The 

system produced chilled water at 15°C for generation 

temperatures of 90°C. The maximum cooling capacity 

was approximately 12 kW. Zamora et al. (2015), also 

reported the results of a partial-load operation for the 

systems presented by Zamora et al. (2014). Hernández-

Magallanes et al. (2014), reported the experimental 

assessment of an absorption cooling system operating 

with an ammonia/lithium nitrate mixture. The generator 

and absorber were shell and tube heat exchangers with a 

coil configuration for tubes, while the condenser, 

evaporator, and economizer were plate heat exchangers 

(PHE). Domínguez-Inzunza et al. (2016), presented the 

results of de evaluation of an absorption cooling system 

operating with the ammonia/lithium nitrate mixture. The 

generator and the absorber were shell and tubes falling 

film heat exchangers while the rest of the components 

were compact plate heat exchangers. The generator 

temperatures varied between 80 °C and 100 °C, while the 

cooling water temperatures varied from 20 °C to 34 °C. 

Cooling capacities up to 4.5 kW and evaporator 

temperatures as low as 4 °C were achieved with the 

system. The internal coefficients of performance varied 

between 0.3 and 0.62 depending on the system operating 

temperatures. 

Although there have been some studies related with the 

development of an absorption cooling systems there have 

not been studies related with the development of an entire 

solar air conditioning pilot plant utilizing an absorption 

system operating with the ammonia/lithium nitrate 

mixture. On these bases, a project was submitted and 

approved by the Consejo Nacional de Ciencia y 

Tecnología (CONACyT) to model, develop and install a 

demonstrative solar air conditioning pilot plant at the 

Centro de Tecnología Avanzada (CIATEQ) office.  The 

first step of this project, which is related with the 

modelling and dimensioning of the solar air conditioning 

pilot plant is presented in this work. 

 

 

 

2.   METHODOLOGY 

To carry out the analysis of the energy requirements of the 

pilot plant, it was first necessary to study the space to be 

cooled. The office to be cooled is part of a building of the 

CIATEQ located in the city of Queretaro. The office has 

an area of 25 m
2
, with a total volume of 75 m

3
. The 

occupation is from 8:00 a.m. to 6:00 p.m. from Monday to 

Friday. Figure 1 shows the architectural plan of the 

studied area.  

 

 
Figure 1: Architectural Plant of the Office Analysed 

 

The walls of the office are constructed of red brick 

covered with paste. The ceiling is made of 15 cm thick 

concrete slab with reinforced dipstick. The doors are 

made of steel sheet and the windows are of common glass 

with a thickness of 0.5 mm. Figure 2 shows a diagram of 

the composition of the walls (or envelopes) of the 

analysed office. 

 
Figure 2: Walls composition of the Office Analyzed 

 

The CIATEQ office were first modelled taking into 

account, the local weather, the orientation, dimensions, 

windows, construction materials, occupancy, etc., but 

without using an air conditioning unit. The modelling was 

carried out in transient mode by using the software 

Transient System Simulation Tool-16 (TRNSYS-16) each 

ten minutes during a whole year.  
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With this information and with the experience acquired on 

the development of this kind of systems, preliminary 

dimensions of the solar collector’s field, hot water storage 

tank and absorption cooling machine were proposed. With 

the obtained results, the office was again modelled to see 

if with the proposed system climate comfort conditions 

could be reached. If the comfort conditions were not 

achieved, then a parameter such as the number of solar 

collectors or any other parameter was then changed. So, 

and iterative procedure was carried out until the comfort 

conditions were achieved, as well as the optimization of 

the solar collectors area, the size of the storage tank and 

the cooling capacity of the absorption cooling machine. 

In order to carry out the modelling of the system it is 

necessary to know diverse information which is supply to 

the TRNSYS. The main information is that related with 

the office to be cooled, weather conditions, solar 

collector’s field and the absorption cooling system among 

other information. Figure 3 shows the schematic diagram 

of the pilot plant components modelled by using 

TRNSYS. 

 

 
 

Figure 3: Schematic Diagram of the Pilot Plant 

Components Modelled by Using TRNSYS. 

 

2.1 Weather conditions for the modelling 

The place of interest is located in the municipality of El 

Marqués in the state of Querétaro, with coordinates 20.57 

° N and 100.27 ° W. 

The climatic data have been obtained from a database 

generated by the UNAM with copyright registered in 

2011, which contains meteorological information for 

Mexican populations of more than 10,000 inhabitants. 

Table 1 shows for the twelve   months the average values 

of the ambient temperature (Ta), the minimum ambient 

temperature (Tmin), the   maximum ambient temperature 

(Tmax), the relative humidity (RH), the air velocity 

(Vair), and the horizontal solar radiation (H) for the 

nearest available locality (La Cañada, Querétaro): 

 

 

 

 

Table 1: Monthly Average Weather Data for La Cañada, 

Queretaro. 

Month Ta 

[°C] 

Tmin 

[°C] 

Tmax 

[°C] 

RH 

[%] 

Vair 

[m/s] 

H 

[MJ/m
2
 

day] 

Jan 15.0 7.3 22.8 58.9 3.29 16.45 

Feb 16.2 7.8 24.5 51.7 3.56 19.14 

Mar 18.6 9.8 27.4 42.0 3.96 22.00 

Apr 20.7 12.0 29.3 42.2 3.81 23.60 

May 22.4 14.3 30.6 50.1 3.50 23.19 

Jun 21.9 14.6 29.2 69.4 3.20 21.20 

Jul 20.3 13.9 26.7 71.1 3.07 21.71 

Aug 20.1 13.7 26.6 70.6 2.84 21.10 

Sep 19.4 13.3 25.6 75.2 2.75 18.57 

Oct 18.5 11.2 25.7 73.9 2.85 18.19 

Nov 17.0 9.0 25.1 68.7 3.07 16.83 

Dec 15.5 7.6 23.5 63.7 3.10 15.03 

Mean 18.8 11.2 26.4 61.5 3.25 19.75 

 

2.2 Solar collectors 

For the modelling of the solar collector’s field of the pilot 

plant, real data from the manufacturer's data sheet were 

used which are shown in Table 2. The solar collector 

modelled is the MS 2.5 Black from the company Módulo 

Solar.       

 

Table 2: Parameters Used for Modelling the Flat Plate 

Solar Collectors 

Parameter Value 

Aperture area [m
2
] 2.326 

Specific heat of the water [kJ/(kg K)] 4.19 

Mass flow rate per unit area [kg/(h m
2
)] 0.023 

Stagnation temperature [°C] 195 

Optical efficiency [dimensionless] 0.7535 

Coefficient of thermal losses of first order  

[W/(m
2
 K)] 

2.9132 

Coefficient of thermal losses of second 

order  [W/(m
2
 K)] 

0.0099 

 

2.3 Absorption cooling system  

The absorption cooling system was modelled using the 

subroutines available in TRNSYS but adjusted with real 

data obtained from a system developed by Domínguez-

Inzunza et al. (2016), at the Instituto de Energías 

Renovables of the Universidad Nacional Autónoma de 

México which is the absorption cooling system that would 

be installed in the CIATEQ office. The modelling 

parameters of the cooling system are shown in Table 3.  
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Table 3: Nominal Requirements of the Cooling System 

SORTECH ACS 08 

Parameter Value Units 

Inlet temperature 72 [°C] 

Outlet temperature 65 [°C] 

Volumetric flow 1.6 [m
3
/h] 

Thermal power supplied 13.03 [kW] 

Cooling power  8 [kW] 

 

3.   RESULTS 

Although there are currently several parameters to 

consider if a person is in comfortable conditions from the 

climatic point of view, the temperature, the relative 

humidity and the wind velocity are still recognized as the 

most common parameters. From these three parameters 

only the temperature and the relative humidity are 

analysed in the present study since for the wind velocity it 

was not possible to have reliable information. 

Figure 4 shows the office indoor temperatures without 

using an air condition unit along the year. In this figure it 

can be seen that temperatures higher than 28 ºC can be 

reached between the 12:00 and the 19:00 hours during 

spring and summer seasons are out of the climate comfort 

zones which is in general considered to be between 22 °C 

and 27 °C. 

 

 
Figure 4: Indoor Temperatures along the Year without 

Using an Air Conditioning Unit 

 

On the other hand, Figure 5 shows the average monthly 

relative humidity along day for a whole year. It can be 

seen that the highest relative humidities take place in 

August, September and October coinciding with the rainy 

season while the dryest months from February to April. 

Considering that most of the people feel comfortable at 

relative humidities between 40% and 60 %, it can be 

observed that in the months from February to May it is 

necessary to humidify the air in order to get the comfort 

conditions during the working hours.  

 

 

 

 

 

 
Figure 5: Distribution of the Average Monthly Relative 

Humidity along Day  

 

Figure 6 shows the cooling power required to achieve the 

climate comfort inside the office. In this figure it can be 

observed that the maximum cooling capacities are 

required during the months from May to August between 

the 12:00 and 19:00 hours. As can be seen the maximum 

power required is 3.2 kW and the lowest is about 1.0 kW 

in December.  

 

 
Figure 6: Cooling Power Required to Achieve the Climate 

Comfort Inside the Office 

 

Figure 7 shows the indoor temperatures achieved by using 

the solar air conditioning system. It can be seen that after 

to have carried out an iterative modelling process of the 

pilot plant, the climate comfort was achieved since 

temperatures not higher than 25ºC were obtained during 

the whole year inside the modelled office during the 

working hours.  
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Figure 7: Indoor Temperatures along the Year by Using 

the Solar Air Conditioning Pilot Plant. 

 

On the other hand, Figure 8 shows the distribution of the 

average monthly relative humidity along day by using the 

solar air conditioning system. As can be observed by 

using the solar absorption cooling pilot plant it is possible 

to achieve the comfort conditions the whole year during 

the working hours with exception of spring season 

between 14:00 and  18:00 hours since the relative 

humidity varies between 32% and 35%. However, 

although the comfort conditions were not completely met 

during spring, the relative humidity increases compared 

with the values obtained without the air conditioning unit 

which were between 22% and 27% at the same hours 

during spring as can be seen  in Figure 5.  

 

 
 

Figure 8: Distribution of the Average Monthly Relative 

Humidity along Day by Using the Solar Cooling Air 

Conditioning Pilot Plant.  

 

Table 4 summarizes the results of the modelling and 

dimensioning of the solar air conditioning pilot plant. As 

can be seen in order to produce the cooling capacity of 3.5 

kW it is necessary to use 27 solar collectors from the 

company Modulo Solar Model MS2.5, an storage heat 

water tank of 1500 litters and an absorption cooling 

system. 

 

Table 4: Main Characteristics of the Solar Air 

Conditioning Pilot Plant 

Concept Company Model Quantity Capacity 

Absorption 

cooling 

system 

Developed 

by the IER 

- 1 3.5 [kW] 

Solar 

collectors 

Módulo 

solar 

MS2.5 27 - 

Hot water 

storage 

tank 

MASS THN-2 1 1500 

[litters] 

 

4.   CONCLUSIONS 

 

The modelling and dimensioning of a solar air 

conditioning pilot plant was carried out. From the 

modelling it was showed that climate comfort conditions 

could be achieved during the whole year inside the 

CIATEQ office by using an absorption air conditioning 

system powered by solar energy. 
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ABSTRACT 
The article proposes a method for assessing the state of 

natural objects that is based on the complex use of 

heterogeneous models and hyperspectral Earth remote 

sensing data used to estimate the parameters of these 

models. The base model is an artificial neural network, 

for the training of which multiparametric models of 

radiation transfer, gradient search algorithms, as well as 

regression empirical models supplementing them, can be 

used and adaptively adjusted. The advantage of the 

method is the ability to determine the state of water 

bodies and vegetation under conditions of uncertainty 

with the possibility of making more precise estimates for 

the limited volume of ground measurements at reference 

points. Examples of approbation of the method in 

determining the state of coastal waters of the Black Sea 

with the use of hyperspectral imaging materials from 

“Resurs-P” satellite, as well as in assessing the state of 

vineyards, are shown. 

 

Keywords: remote monitoring of the environment, 

radiative transfer model, regression models, artificial 

neural networks, nonlinear optimization, multi- and 

hyperspectral data 

 

1. INTRODUCTION 
At present, the use of Earth remote sensing data, obtained 

with the help of aerospace surveying, is becoming 

increasingly widespread for assessing the state of natural 

objects (NOs). The use of materials from aerospace 

survey conducted in a large number of spectral ranges 

(from 8-10 to several hundred) makes it possible to 

increase the reliability of the estimation of the NOs’ state 

parameters during the construction and implementation 

of models of the change of NOs’ state on large territories. 

This significantly reduces the cost of the analysis of 

natural objects in agricultural production, in monitoring 

the state of the environment, in forest management, in 

emergency situations (Zelentsov 2017), etc. The key 

concepts in conducting such an analysis are the concepts 

of models for estimating the NOs’ state parameters and 

the methods for estimating these parameters using space 

survey materials. 

In this paper, the issues of estimating the parameters of 

the state of NOs are considered from the point of view of 

propagation, scattering, absorption and reflection of the 

light flux for different wavelengths of the 

electromagnetic spectrum of the optical range. Formally, 

these processes are described using multiparametric 

models of radiation transfer in different natural media - 

water, vegetation (Lee, Carder, Hawes, Steward, 

Peacock, and Davis 1994; Jacquemoud, Zarco-Tejada, 

Verhoef, Asner, Ustin, Baret, and François 2006; 

Gastellu-Etchegorry, Demarez, Pinel, and Zagolki 1996; 

Rosema, Verhoef, Noobergen, Borgesius 1992; Borel 

and Gerstl 1994). However, the practical application of 

these radiative transfer models (RTM) is often hampered 

by a significant number of parameters, which in most 

cases are unknown. In this case, as a rule, the more 

complex the model and the higher its potential adequacy 

to the object of study, the more initial data is required for 

its implementation. Therefore, at present, the method of 

direct estimation based on the analysis of statistical 

dependencies between the characteristics (features) 

extracted from a snapshot and the parameters of the 

object of study itself is often used to estimate the 

parameters of the state of natural objects (Brovkina, 

Novotnya, Cienciala, Zemeka, and Russ 2017; 

Grigoryeva, Zhukov, Markov, and Mochalov 2016; 

Grigoryeva, Shilin 2012; Biospheric Aspects 1993; Biftu 

and Gan T.Y. 2001; Fefilov 2003). In order to construct 

such regression models, information about the properties 

of the object at reference points (in situ) present on the 

image should be known, and, in most cases, either 

spectral characteristics in separate spectral ranges or 

derived indices are used as the signs in the image. 

In these conditions, it is advisable to use a combined 

approach, in which RTM that are more accurate, but 

require a large amount of input data could be adaptively 

supplemented with simpler regression models that do not 

require large volumes of full-scale measurements. This 

approach can be implemented by using additional 

information for RTM, which can be extracted from 

materials of multi- and hyperspectral imaging. The 

development of technologies for obtaining and 

processing hyperspectral imaging data, as well as the 
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creation of multispectral systems with a large number of 

channels in the visible and near infrared spectral ranges, 

provide opportunities for restoring environmental 

properties (for example, estimating biomass and nitrogen 

in plants, determining physicochemical and organic 

parameters of water). Such remote sensing equipment 

can include equipment installed on the “Resurs-P” 

satellite (Zelentsov, Sokolov, Grigorieva, Mochalov, 

Potryasaev, and Shumeiko 2016), which is now actively 

used in Russia for various natural-resource problems. 

Using the information capabilities of hyperspectral data, 

as well as the principles of multimodal analysis 

(Sokolov, Zelentsov, Yusupov, and Merkuryev 2014), it 

is possible to implement a new approach to assessing the 

NOs’ state based on adaptive modeling in conducting 

such an assessment. The proposed approach and the 

corresponding method of its implementation are based on 

the application of the mathematical apparatus of artificial 

neural networks (ANNs) and methods of multiparametric 

non-linear optimization of RTM for the training of 

ANNs, in particular, the gradient descent algorithm, or 

the Levenberg-Markravdt method (Hagan, Demuth, 

Beale, and Jesus 1996). In this case, the final tuning of 

the ANN is performed using regression empirical 

models. The limited amount of ground-based data 

required to implement the algorithm is compensated by 

the possibility to remotely measure the reflective 

properties of objects for tens or hundreds of wavelengths 

of the visible and near infrared spectral ranges. It is 

expected that in this case the use of hyperspectral data 

will provide a reduction in errors during the operation of 

the ANN for the solution of the task. In turn, the quality 

of the models used can be improved by adjusting the 

training of the ANNs. The advantage of the ANN is that 

it allows several models to be used at once to study the 

relationship between the reflective properties of objects 

and their state. Therefore, for its training, it is proposed 

to use in situ data at reference points, thereby 

compensating for deficiencies or enhancing the 

advantages of some models over others. 

 

2. METHODS 
The proposed method of adaptive modeling for assessing 

the properties of natural objects is based on the use of 

multispectral and hyperspectral remote sensing data that 

undergoes the atmospheric correction phase and is then 

used to classify landscape elements and estimate the 

values of the parameters of the NOs’ state. 

The main idea of the last stage is to use an ANN, trained 

with the use of a complex of models. At the same time 

for direct training, multiparametric radiative transfer 

models are used, and the training is tuned by regression 

empirical models. The block diagram of the algorithm 

implementing the proposed method is shown in Figure 1. 

 

 

Atmospheric correction of 
data

Radiative transfer model Training of an ANN

Learning pairs
{R(λ1), R(λ2),… , R(λn)}p, 

{с1, с2,… , сm}p

p=k1· … ·km, n≥m

Trained ANN 
with weighting 
coefficients of 
approximation

wis, wsj, bis, bsj 

Determination of the 

environment state parameters 
с1, с2,… , сm

Selection of the area of 
interest as a result of the 

classification of data

Brightness values 
of pixels

{R(λ1), R(λ2),… , R(λn)}p

Individual in situ 

measurements of 

environment state 

parameters

Hyperspectral data

Regression empirical 
models

R(λ)=f(c)

Training done 

with a large 

error at the 

output

Adjusting of 

learning 

parameters

 
Figure 1: An algorithm for analyzing the NO’s state 

 

Thus, a multi-model approach to the estimation of the 

parameters of the NOs’ state is implemented. It allows 

combining the advantages of the RTM approach, which 

provides a detailed account of the reflective 

characteristics of the analyzed objects, and regression 

methods that reduce the requirements for the 

composition of the initial parameters. 

The qualitative preliminary processing of the 

multispectral and hyperspectral data related to the 

elimination of distortions introduced by the atmosphere 

into the brightness values recorded by the equipment 

significantly influences the accuracy of the 

determination of the NOs’ state. Atmospheric correction 

of aerospace survey data can be performed using the 

atmospheric radiative transfer modeling program 

MODTRAN. 

The next stage is the classification of data, the purpose of 

which is determined by the features of the problem being 

solved and by the object of the study itself. For example, 

in the study of shallow coastal areas of the water area, for 

which a reflection from the bottom significantly 

contributes to the brightness of the water surface, the 

bottom classification of the water areas is carried out 

using specially developed indices (Grigorieva, Markov, 

Zhukov, Mochalov, and Nikolenko 2016). When 

studying the properties of land objects, classification 

implies segmentation of the territory, allowing one to 

analyze only those fragments of images that correspond 

to the objects under study (agricultural fields or forests). 

After the classification, a direct determination of the 

parameters of the NOs’ state is carried out as a result of 

the training of the ANN using the radiation transfer 

equation RTM in the investigated media. 

To train the ANN using the RTM, a set of value vectors, 

the so-called pairs of input and output data, is calculated: 

 

R(λj)=f(c1,…,ci,…cn),     (1) 

 

where R(λj) - the brightness values of the studied 

landscape element in the j-th spectral channel; ci - the 

values of the required parameters of the state of the 

natural object. 

The accuracy of the estimation of the parameters of the 

NOs’ state is influenced, in the first place, by the choice 

of the RTM and their parameters. In addition, as practice 

has shown, in most cases, when training only by the 

RTM, the network is retrained, and this leads to errors in 

real data. The advantage of the ANN is that the input of 

the network can also be supplied with the known data, 

obtained as a result of in situ measurements, additionally 

train the network and adjust the weighting coefficients in 

the direction of reducing the error at the output of the 

network. Therefore, the proposed algorithm introduces 
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the adaptation stage, which consists in tuning the training 

of the ANN on the regression models and (or) on the 

results of in situ observing of the parameters of the NOs 

state. This stage of adaptation is especially relevant for 

vegetation, since it is not as volatile as the water surface 

for which in situ measurements should exactly match the 

time of passage of the satellite. 

The analysis of the input data occurs in the hidden and 

output layers of the neural network. The analysis results 

are contained in the output layer, which is a data array 

containing information about the estimated state 

parameter of the object ci. After the training of the neural 

network is done, a set of weights is determined, which 

are the result of approximation of the radiation 

propagation model and are iteratively corrected in the 

direction of the configuration that allows the network to 

distinguish between the prototype images of interest. 

It is important to choose the ANN configuration for each 

task to be solved. By configuration of an ANN we mean 

the number of input neurons, hidden layers and neurons 

in it. The effectiveness of using the learning process is 

also determined by the chosen method of training: the 

method of back propagation of the error, which can be 

referred to the methods of gradient descent, the 

Levenberg-Markvardt method (Hagan and Menhaj 

1994), the conjugate gradient method, etc. However, the 

universal method of selecting the ANN architecture does 

not exist and it is defined, mainly, by the research task. It 

is known that the architecture of a neural network is 

optimal if the network is trained with minimal errors at 

the output. In turn, the number of input neurons depends 

on the number of informative spectral channels of the 

multispectral and hyperspectral imaging equipment. 

Below we consider in detail the model descriptions of 

radiation generation processes by the examples of the 

aquatic environment and vegetation used to implement 

an algorithm for estimating their state from hyperspectral 

remote sensing data. When assessing the state of the 

water area, under defined parameters we mean the 

concentration of chlorophyll and its derivatives in water, 

which characterize the trophic status of the reservoir; the 

content of mineral suspended matter and organic 

"yellow" substance; as well as the depth of the water area. 

For vegetation, the leaf area index LAI, the content of 

chlorophyll "a", biomass and other parameters that 

describe the state of forests and crops are estimated. 

 

3. MODELS 
 

3.1. Model of radiation transfer in an aquatic 
environment 
The model of radiation transfer in an aquatic 

environment is described by the spectral characteristics 

of the reflection of the bottom, the absorption and 

scattering of the water column and the water surface. The 

absorption and backscattering indices of the aquatic 

environment determine the presence of dissolved matter, 

phytoplankton pigments and various suspensions in 

water. In this case, the model of radiative transfer in the 

water column can be represented in the form of the 

following equation (Lee, Carder, Hawes, Steward, 

Peacock, and Davis 1994): 

 

)()(]1)[(
)(2)(2  

a
Hfk

b
Hfk

dp ReReR dd 
 ,             (2) 

 
where Ra(λ) is coefficients of spectral brightness of 

the sea, obtained from materials of hyperspectral 

aerospace survey;  

Rb(λ) is the spectral value of the albedo of the bottom; 

Rdp(λ)  is the spectral coefficient of diffuse reflection 

of the water column for an infinitely deep sea  

kd(λ) = bw(λ) + bbp(λ) + aw(λ) + aph(λ)+ag(λ)  is the 

spectral index of the vertical attenuation of radiation 

(back and forth), m-1;  

aw(λ) and bw(λ) are the known absorption and 

backscattering indices of pure sea water; 

ag(λ)  is the absorption index of the dissolved organic 

matter; 

aph(λ)  is the absorption index of phytoplankton 

pigments; 

bbp(λ)  is the index of backscattering of radiation by 

suspension. 

H is depth of the bottom, m;  

)cos(/04.1 Qf 
 
is an index that depends on the angle 

of refraction of the sun's rays Q. 

The absorption indices of phytopigments, yellow 

substance and backscattering by suspension are 

expressed through specific absorption indices at 

reference wavelengths λ0or through their concentration 

C (Grigoryeva, Zhukov, Markov, and Mochalov 2016). 

To implement the proposed algorithm in the modeling 

process, the set of vectors of values, used for training the 

ANN, is calculated:  R(λ)=f(Cg, Cph, Cbp, H). 

Determination of one of the parameters of the aquatic 

environment (the depth of the reservoir, the 

concentration of chlorophyll, suspended and dissolved 

organic substances) is carried out by the weight 

coefficients obtained during the training of the network. 

The adjustment of the ANN training is carried out 

according to known statistical dependencies, expressed 

in the form of regression models, between the 

hydrooptical parameters (the content of chlorophyll "a" 

and suspended substances) and the brightness values of 

the radiation rising from the surface for selected 

wavelengths obtained from in situ observations. For 

example, the following empirical relationship between 

the concentration of suspended solids and the brightness 

at a wavelength of 660 nm has proved to be well-

established in practice (Grigoryeva, Shilin 2012): 

 

R590-710=0.043ln(Cbp)-0.044.   (3)  

 

To estimate chlorophyll "a" Cph content, it is possible to 

use bio-optical regression models that are based on 

measuring water leaving radiance, and intended for the 

analysis of satellite products SeaWiFS (Fefilov 2003). 
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3.2. Models of radiation transfer in plant 
environment 
Plant landscapes refer to complex natural complexes, for 

which the transfer of radiation is characterized by a re-

reflection between the underlying surface and the tiers of 

vegetation. Therefore, the use of a strict relationship 

between the parameters of the state of the forest (for 

example, biomass) and its spectral brightness is possible 

only for vegetation with the same structure of the canopy. 

To date, special RTM have been developed for the study 

of crops and grass cover. One of these widely used 

models is the PROSAIL model (Jacquemoud, Zarco-

Tejada, Verhoef, Asner, Ustin, Baret, and François 

2006), which is a combination of the leaf optical 

properties model PROSPECT and canopy bidirectional 

reflectance model SAIL. Variable parameters of this 

model for calculating the brightness of spectral radiation 

are: soil reflectance, conditions of the geometry of the 

survey (solar zenith angle, viewing zenith angle, relative 

azimuth angle, leaf area index, leaf inclination 

distribution function, chlorophyll a + b concentration, 

equivalent water thickness, dry matter content). For more 

complex plant complexes, such as forests, it is 

recommended to use other canopy reflectance models: 

DART (discrete anisotropic radiative transfer) model 

(Gastellu-Etchegorry, Demarez, Pinel, and Zagolki 

1996), forest-light interaction model FLIM (Rosema, 

Verhoef, Noobergen, Borgesius 1992) and others. They 

take into account such parameters as the density of trees, 

the damping coefficient, the diameter and height of the 

crown, as well as other parameters for simulating the 

open-canopy geometry, including the effect of crown and 

soil in the shade and in the sunlight. In this case, we talk 

about a nonlinear model of mixing of radiation recorded 

by remote sensing equipment, where the PROSPECT 

model can also be integrated. The nonlinear model is 

based on the biophysical parameters of the multilayer 

vegetation-soil system and provides for a sequential 

calculation of the transmission and reflection of direct 

and scattered, descending and ascending radiation by 

each layer in different directions, as well as the 

determination of the total fluxes due to single reflection 

from leaves and soil and multiple scattering radiation in 

the layers of vegetation, reflected by plant elements and 

soil. One of such models is the model Borel and Gerstl, 

which is an analytical solution of the bi-directional 

reflectance distribution function BRDF, calculated 

taking into account the presence of shades in the field of 

view of the equipment and the geometry of the survey. 

For a two-layer surface, it is expressed by the following 

equation (Borel and Gerstl 1994): 

 

BRDFλ(Q, h;  φQ, φh) =
1

πEо
[Pl

sun (
B1

L
) + Ps

sun(ρsEo +

ρsB2) + Ps
shadρsB2],    (4) 

 

where Rλ = πBRDFλ is the coefficient of the pixel’s 

spectral brightness; 

P = f(L,  Qh, h, φQ, φh) is probability of observing 

illuminated leaves Pl
sun and soil Ps

sun, shaded soil  Ps
shad; 

B = f(L, ρs, ρ,  τ) is spectral brightness of the upper 

surface of the leaf layer (1), the lower side (2), the earth's 

surface (3); 

B1 = Eo [Lρ + Lτρs (
1+L(τ−1)

1−ρρsL
)]; 

B2 = Eo [L (
τ+ρρs(1−L)

1−ρρsL
)]; 

B3 = Eo [ρs (
1+L(τ−1)

1−ρρsL
)]; 

Eo is total incident radiation per unit area, W/m2; 
ρ and τ are coefficient of reflection and transmission 

of radiation by leaves; 

ρs is coefficient of reflection of soil or other 

underlying surface; 

Q is sighting angle; 

h is height of the Sun; 

φQ and φh are azimuth of sight and the Sun; 

L is projective vegetation cover. 

The element of the reflection function  [
1

1−Lρρs
]  in B 

causes its non-linear character and accounts for multiple 

reflection between leaves and soil. 

A feature of the application of the model is that, because 

of its computational complexity, the calculation of the 

projective coverage is possible only with the help of 

methods of nonlinear optimization, especially for a 

multilayered surface. In addition, for large areas the use 

of one model is not enough, i.e. it is required to use 

several models for different types of vineyards and age, 

since they differ significantly in their spectral 

characteristics. In connection with this, in the problem of 

estimating the projective covering of multilayer plant 

surfaces by hyperspectral data, the use of the ANN 

apparatus is best. In this case, the ANN training is carried 

out with the help of the models discussed above, and the 

training adjustment can be carried out by regression 

dependencies, e.g., of the following kind: 

 

LAI=1.71NDVI+0.48    (5) 

for grassy vegetation (Biospheric Aspects 1993); 

     

LAI=-2.5ln(1.2-2NDVI)     (6) 

for crops (Biftu and Gan 2001). 

 

Thus, we can talk about a fairly large list of models, the 

choice of which is determined by the object of study, the 

number of parameters of its state, and the quality of the 

model itself. 

 

4. RESULTS 
The method of adaptive modeling, proposed by the 

authors, was applied when restoring the following 

properties of the environment from the hyperspectral 

data from “Resurs-P” satellite: 

 

 the depth of coastal areas of the Black Sea from 

the data of the hyperspectral imaging from [18]; 

 distribution of organic and inorganic impurities 

in coastal waters, including determination of 

suspended matter concentration,  the content of 
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chlorophyll "a" and its derivatives, dissolved 

organic matter; 

 the index of the leaf area of vineyards, which is 

a reflection of such an important crop parameter 

as biomass. 

 

At the same time, the best ANN configuration was 

selected for each task. The number of layers and the 

number of elements in each layer are determined by the 

complexity of the RTM function (Khaikin 2008; Kalan 

2001; Schowengerdt 2007; Egorov, Ilyin, Kalinin, 

Rodionov, and Rodionov 2011). The number of input 

neurons for solving the inverse problem of reconstructing 

the properties of an object from radiative transfer models 

is determined by the number of spectral information 

channels, including those limited by the capabilities of 

multispectral observing means. So, to monitor the 

ecological state of the water areas the most informative 

are the spectral intervals taken only in the visible range 

of the spectrum (Zhukov 2016), and for the study of 

vegetation - in the visible and near infrared spectral 

ranges. The size of the output layer depends on the range 

of variation and the increment of the object’s state 

parameter being determined. The step size is important 

in terms of accuracy of the parameter estimation. For 

example, in order to determine the trophicity of a 

reservoir in terms of the chlorophyll content, the size of 

the output layer with 30 elements for a range of 

concentrations from 1 to 30 mg / m3 can be specified with 

increment and the accuracy of estimation of 1 mg m3. If 

the number of input and output neurons depends on the 

type of object under study, the greatest difficulties arise 

when choosing the optimal number and size of hidden 

layers. One of the heuristic rules is that the number of 

observations should be ten times greater than the number 

of connections in the network 

(http://www.statsoft.ru/HOME/TEXTBOOK/modules/s

tneunet.html). In this case, networks with a large number 

of weights model more complex functions but are prone 

to retraining, while a network with a small number of 

weights may not be flexible enough to model the existing 

dependence (for example, a network without 

intermediate layers actually simulates a conventional 

linear function). 

In accordance with this approach, it was found that to 

approximate a semi-analytical model of radiation 

transfer in water, it would be best to use a network with 

10 neurons in one hidden layer in the case of 12 spectral 

channels, and to solve the multiparameter problem of 

non-linear optimization of RTM vegetation, it is enough 

to have no more than two intermediate layers. In this 

case, the ANN with the training by Levenberg-

Marquardt method was used. To assess the state of the 

water area, 12 elements corresponding to the spectral 

channels in the range of 450-660 nm were fed to the 

input; the output layer consisted of 16 elements 

determining the concentration of chlorophyll in the range 

of 5-20 mg/m3 with increment of 1 mg/m3. To determine 

the properties of the vegetation cover, 18 elements 

corresponding to the spectral channels in the range of 

480-850 nm were fed to the input; the output layer 

consisted of 7 elements for the LAI range from 0.1 to 0.7 

with increment of 0.1. 

The setting of ANN learning is carried out by the 

regression dependences between the brightness values 

(or special indices) and the parameters to be determined, 

so that the error on the control sample, which does not 

intersect with the training, stops growing. If the control 

error begins to grow (in the case of re-training), several 

hidden elements or layers are gradually removed. 

Figure 2 shows the change in the network error with ten 

neurons in one hidden layer when training the network 

by RTM to estimate the chlorophyll content in the Black 

Sea at the Sevastopol Bay  by the hyperspectral data from 

Resource-P with the ANN tuning on regression models. 

The dependence, presented in formula 3, was used as a 

regression model for estimating the content of suspended 

solids in water. Concentration of chlorophyll "a" was 

determined with the use of the SeaWiFS model adapted 

to the spectral channels of the hyperspectral camera of 

the Resource-P satellite: 

 

Cph=a(L450/L570)-b,     (7) 

 

where a and b are the approximation coefficients 

obtained from in situ; 

L450 and L570 - the normalized brightness of radiation 

from under the water surface at wavelengths of 450 and 

570 nm, respectively. 

 

 
Figure 2: Reduction of the network error depending on 

the number of epochs at the output with 10 neurons in 

one hidden layer 

 

The result of the evaluation is shown in Figure 3 in 

comparison with the result without tuning, where there 

was re-training of the network only when using the RTM.  

In the latter case, the result does not correspond to the 

actual in situ observations.  

 

Proc. of the Int. Workshop on Simulation for Energy, Sustainable Development & Environment, 2018 
ISBN 978-88-85741-16-4; Bruzzone, Janosy, Nicoletti and Zacharewicz Eds.                                      

11



 
a) 

 
b) 

Figure 3: Content of chlorophyll "a" and its derivatives, 

mg/m3, in the water area of the Sevastopol bay of the 

Black Sea (a – with the use of adaptive modeling, b - 

without the use of adaptive modeling) 

 

The indicator of the efficiency of the adapted ANN for 

estimating the state of the water area in the form of a 

false-positive rate distribution (plot receiver operating 

characteristic, ROC) is shown in Figure 4 and reveals that 

the classifier tends to be almost ideal. As validation data 

of the classification accuracy estimation, the results from 

shipboard measurements of the chlorophyll "a" 

concentration in the near-surface layer of water at more 

than dozens of points within one of the surveyed bays 

were used, with simultaneous registration of spectral 

reflectance by the FieldSpec®4 spectroradiometer 

(ASD) in spectral range of 350 - 2500 nm. 

The results showed that elevated concentrations of 

chlorophyll "a" and its derivatives are recorded in the 

eastern part of the Sevastopol Bay, as well as in the 

Kruglaya and Dvoynaya bays. The most polluted areas 

of the Sevastopol Bay, characterized by difficult water 

exchange, include the mouth of the Chernaya River, 

which brings many biogenic organic substances from the 

entire catchment area. 

 

 

 
Figure 4: Plot ROC for assessing the effectiveness of 

the classification of the water area state according to the 

content of chlorophyll "a" into 16 classes from 5 to 20 

mg/m3 with increment of 1 mg/m3 

 

Figure 5 shows the result of the implementation of the 

developed method in the task of assessing the projective 

coverage of vineyards in the Crimean peninsula, where 

the model Borel and Gerstl was used (Borel and Gerstl 

1994). Since this model is applicable only for one bush, 

it was modified to estimate the projective coverage of the 

field and take into account the planting scheme, and the 

data from the in situ measurements was used to configure 

the network. Field spectrometric measurements were 

carried out on one of the fields by the FieldSpec®4 

spectroradiometer. Figure 6 shows examples of the 

obtained spectral signatures of vineyards for different 

LAI used to configure the network. Similar data were 

used to evaluate the functioning of the network. For 

example, the mean squared deviation of network outputs 

from validate data was only 6.14е-9, which indicates a 

rather high efficiency of the developed algorithm. 

 

 
a) 

 
b) 

Figure 5: Map of the estimation of the projective 

coverage of vineyards using adaptive modeling (a – the 

image synthesized in natural colors according to 

hyperspectral data from the “Resurs-P” satellite, b – the 

result of the evaluation) 
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Figure 6: Spectral signatures of vineyards for 

different LAI, used for configuring and verifying the 

ANN 

 

Implementation of methods for processing multispectral 

and hyperspectral data was carried out using specialized 

software that allows creating digital maps of the state of 

water bodies and vegetation. The presentation of the 

results was based on thematic services using earth remote 

sensing data (Zelentsov and Potriasaev 2017). 

 

5. DISCUSSIONS 
Application of the method of adaptive modeling to adjust 

the training of ANN by spectral characteristics of natural 

objects (vegetation and water bodies) showed that neural 

networks in conjunction with the description of 

multimodal facilities allow us to solve the inverse 

problem of reconstructing their properties by 

hyperspectral remote sensing data. The main advantage 

achieved through multimodality, adaptivity and the use 

of hyperspectral data is the reduction of the probability 

of errors. 

It is planned to improve the algorithm for optimization of 

ANN parameters and the choice of its configuration by 

modification and hybridization of evolutionary 

optimization algorithms (such as swarm intelligence 

algorithm or stochastic genetic algorithm), wherein as 

the objective function the error of determining the 

object's state by in situ measurements is used. The use of 

ANNs is also promising for solving the problem of 

determining the relative abundances of the finite 

elements in pixels and subpixels in the case of the 

analysis of medium spatial resolution data, when the 

pixel comprises both vegetation and inter-crown objects 

(the problem of subpixel mixture separation and al.). 
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ABSTRACT 
The target of this paper is to show a methodology 
developed to establish the influence of material 
composition on the environmental impact, considering 
the presence of critical and strategic raw materials. 
A Life Cycle Assessment (LCA) has been performed to 
calculate the environmental impact, analyzing all the 
life cycle stages of the product. In order to achieve a 
more precise environmental impact analysis, EcoInvent 
database has been updated with primary data from 
product supplier’s data. Also, a new software tool, 
“Sustainable Electronics” was developed and used to 
calculate the environmental impact and raw material 
consumption. 
This methodology has been implemented on an 
induction hob, as it is a multipart product made of 
several components from electronics boards to metallic 
and plastic parts. The application of this methodology 
shows the huge influence of material composition on 
the environmental impact of the product, helping 
engineers to design more sustainable products. 

 
Keywords: Critical Raw Materials, Life Cycle 
Assessment, Environmental Impact, Design 
Methodology, Induction Hobs. 

 
1. INTRODUCTION 
During the last decade, there is a huge concern among 
the European society about materials supply risk and 
their economical vulnerability. That was the reason why 
in 2008, the European Commission established the 
European Raw Materials Initiative. The main purpose of 
this initiative was to ensure the access to raw materials 
in the European Union, since more than 30 millions of 
industrial jobs depend on their availability (European 
Commission 2017). 
Those raw materials with high economic importance 
and supply vulnerability are considered as critical. In 
order to ensure and improve citizen’s quality of life, 
they need to be taken into consideration (Andrea et al. 
2017), not only in Europe (European Commission 
2017) but also globally (ESRC 2015). 
The methodology to determine the criticality of a 
material takes into account data along last 5 years and 
parameters such as priority, quality or availability. It 

establishes that a raw material is consider as critical 
when the combination of two parameters, economic 
importance and supply risk, are above the limit defined 
by the European Commission (European Commission 
2017). 
As a result of the initiative and following the explained 
methodology, in 2011 the European Commission 
created the first list of critical raw materials from the 
non-energy and non- agricultural candidate materials 
considered as strategic. This document is updated 
approximately every three years. In 2011, 14 materials 
were considered as critical out of 41 potential 
candidates. While in the 2014 report, 20 critical 
materials were determined out of 54 strategic materials 
analyzed. Finally, in the last report, presented in 2017, 
43 from 78, comprising 24 individual and 3 grouped 
materials (European Commission 2017). 
Critical materials suppose a negative contribution not 
only for the economic vulnerability or supply risk but 
also for environmental risk. So in order to perform an 
exhaustive environmental impact assessment, the 
influence of all materials needs to be considered. 
The supply of these raw materials is often necessary to 
develop better eco-efficient technologies and 
innovations. In addition, nowadays the design of 
products should be more environmentally responsible 
(Pina et al. 2015) (Camañes et al. 2014). The ecodesign 
trend emerged at the beginning of 90s in Europe, and it 
was over the last decade when the design of products 
has been hugely influenced by environmental 
legislation. Several laws have emerged in order to 
reduce the environmental impact of products and 
services by mean of ecodesign (ISO 2011) (European 
Parliament 2005) (European Parliament 2009), to 
reduce the use of hazardous or toxic substance and 
chemical control (European Parliament 2006) 
(European Parliament 2003); other laws are focused on 
the reduction of electrical and electronic equipment 
waste (European Parliament 2012). 
Recent studies have shown that a key aspect when 
ecodesigning a product, is considering its material 
composition, as it has a significant influence on the 
environment. That is why this paper is focused on 
materials composition and their specific influence on 
the environmental impact.  
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In the household appliance industry, the reduction of 
products environmental impact supposes a huge 
contribution for market competitiveness. Any decrease 
of environmental impact can produce significant 
improvements in the companies, increasing their profits 
and their market competitiveness (Muralikrishna and 
Manickman 2017) (Plouffe et al. 2011).  
Induction technology is an emerged cooking 
technology, where one of the most contributions to 
household appliances industry is its innovative 
technology, as heat is created directly in the pot from 
the generation of magnetic fields. 
 

 
Figure 1: Magnetic Fields 

 
Despite induction is not the most popular technology 
between electric hobs, the number of units sold from 
2002 to 2008 increases around 24% per year. Increasing 
the number of units sold since it was developed and 
included into the market. Last 2007, more than a million 
of induction hobs were sold, 19.8% of the total market. 
During 2008, the number of units was increased in 22% 
and in 2010, 2.5 millions of units were sold in Europe; 
they rose 18% in 2012 and in 2017 around 12% 
(European Commission 2011). 
 
2. ENVIRONMENTAL ASSESSMENT 

METHODOLOGY 
Many Life Cycle Assessment (LCA) models are 
performed by means of professional databases as 
EcoInvent, developed by Swiss Centre for life cycle 
inventories, and one of the most used LCA databases 
(Martínez et al. 2015). Nevertheless, the main weakness 
of mentioned databases is that they include generic data 
that sometimes is not adjusted and adequate for specific 
products (Elduque et al. 2015a) (Elduque et al. 2015b). 
 

2.1. General approach 
The methodology explained in this paper is based on a 
LCA model updated with customized datasets. 
Although many materials and components are included 
on EcoInvent database, these are generic compositions, 
which usually do not match the composition of the 
product to be analyzed. This generates uncertainty on 
the environmental assessment results. Our methodology 
considers, not only the materials present in the final 

product but also the overall consumption of material 
and waste generation required. This innovative 
methodology allows engineers to calculate the 
environmental impact while developing their products, 
considering the exact composition, and knowing in each 
moment how changes in material composition affect the 
overall environmental impact. Also, it has been applied 
to components such as SMD transistors, diodes, 
aluminum parts and ceramic glasses. The results show 
that the presence of some precious metals like gold and 
critical raw materials as neodymium highly increases 
the environmental impact, despite being in low 
quantities.  
Over the years, LCA methodology has been applied to 
analyze the environmental impact of several products 
from buildings (Pérez and Cabeza 2017) (Fraile-Garcia, 
et al. 2016) (Fraile-Garcia, et al. 2015), mobile 
telephones (Moberg et al. 2014) or waste containers 
(Galve et al 2016) to denim cloths (Periyasamy et al. 
2017), food packaging (Fernández et al. 2013) or wine 
production (Jiménez et al. 2014).  
There are several studies assessing life cycle 
environmental impacts of house hold appliances such as 
refrigerators (Monfared et al. 2014), washing machines 
(Ardente and Mathieux 2014), microwaves (Gallego-
Schmid et al 2018) or dishwahsers (Johansson and 
Björklund 2010), however no single study exists in the 
field of induction hobs, focused on the material 
composition and critical raw materials as a key 
influence on the environmental impact.  

 
2.1.1. Life Cycle stages 
LCA methodology is performed in this paper to 
calculate the environmental impact, considering it 
throughout the all life cycle of the product. In order to 
perform an exhaustive LCA, it is really important to 
analyze in detail materials, processes, power 
consumption, transports, use, end of life… that affects 
the whole product and its entire life. 
 
3. DESIGN METHODOLOGY APPLIED TO 

INDUCCTION HOBS (METHODOLOGY 
DEVELOPED) 

In this paper, a new design methodology is proposed. It 
consists on updating EcoInvent database making it more 
precise by introducing data obtained from suppliers or 
manufacturers. 

 
3.1. Dataset improvement methodology 

The main objective is to consider the specific 
composition of each component to analyze the total 
environmental impact, following EcoInvent 
methodology but considering the real composition of 
products and components. In addition, several scenarios 
are considered in order to calculate the quantity of 
critical raw materials. 
 

3.2. Inventory data and Assumptions 
The life cycle inventory for this study has been 
performed by means of EcoInvent v3.4, one of the most 
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used databases and developed by Swiss Centre for Life 
Cycle Inventories. 
SimaPro 8.4, developed by Pré Consultants, has 
modeled the LCA. Following ReCiPe methodology and 
Carbon Footprint, the LCA has been executed. Where 
the first one, ReCiPe combines midpoint and endpoint 
method to validate CML and Eco Indicator 99 systems 
and the second one, Carbon Footprint establishes the 
correspondence between the emissions of gas which 
generates greenhouse effect and CO2 amount with same 
effect. 
 
3.3. Software development 
In order to implement the methodology developed and 
focusing on electronic components, a new software tool 
has been developed (Gómez et al. 2016). The Software 
“Sustainable Electronics” developed by the authors has 
the purpose of calculating the environmental impact and 
raw material consumption, determining the quantity of 
Critical Raw Materials on electronic components. It also 
allows the users to compare between several designs 
considering the exact composition, depending not only 
on the environmental impact but also assessing the 
consumption of critical and strategic raw materials. 
 

 
Figure 2: Software Screen 

 
In comparison to other software, this allows the user to 
analyze the environmental impact of several design 
scenarios customizing Life Cycle Inventory included in 
the database. 
As explained previously, nowadays there is an 
increasing concern over Critical Raw Materials; that is 
the reason why the software evaluates the 
environmental impact and shows the quantity of critical 
and strategic materials contained in the electronic 
component analyzed. There is a screen where the 27 
critical materials considered by the EU are shown and 
the screen also includes the rest strategic materials 
evaluated by the EU in 2017. 
 
4. METHODOLOGY APPLICATION 
In this study, the innovative methodology previously 
explained has been applied on a specific multipart 
product: an induction hob. In addition, LCA was 
performed with the purpose of determining the 
influence of the materials composition. 
 

4.1. Induction hob 
Induction hobs are complex products, composed by 
many parts and components such as electronics boards, 
metallic parts, plastic housings, ceramic glass or wires.  

 
Figure 3: Top Side Induction Hob 

 

 
Figure 4: Bottom Side Induction Hob 

 

 
Figure 5: Packaging, Wires and Documentation 
Induction Hob. 
 
The environmental burden produced by all the 
components of an induction hob (electrical, electronic 
and mechanical ones) will be assessed to examine the 
percentage of each part in the total impact of the 
appliance and also in order to analyze the influence of 
the material composition on the environmental impact. 
On one side, among electronics of an induction hob are 
included components such as printed circuit boards, 
diodes, transistors or resistors; on the other side, 
metallic parts comprise aluminum, stainless steel, iron 
or cooper parts. Besides, as mentioned before exist 
plastic or ceramic glass parts, which all together create 
the complex structure of the induction hob assembly.  
Due to the complexity of the product and also because 
of the significant amount of parts and different materials 
used to manufacture each induction hob the design 
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methodology previously explained has been applied on 
induction hobs, considering the material composition 
and the presence of critical raw materials in electronics 
and mechanical components included in an induction 
hob. 

4.2. Electronics Inventory 
Due to the technological change among our society the 
use and consumption of electrical and electronic 
components is emerging, in consequence the sales of 
those components are increasing exponentially. The 
increase of electrical and electronic demand together 
with low costs of electronic devises generates a fast 
advancement in technology and in consequence, huge 
amounts of waste of electrical and electronic equipment 
(WEEE). 
The study of electronic components in this paper is 
focused on diodes and transistors, both integrated in the 
electronic boards and included in the analyzed induction 
hob. 
 
4.2.1. Electronics Inventory: Diodes 
Diodes are simple semiconductor components, non 
lineal dispositive made of two electrodes, anode and 
cathode. An induction hob uses several types of diodes 
and also a high quantity of them, but here the study is 
focused on Zener diodes. They are two-terminal diodes 
that allow electrical current only in one direction, giving 
a stable voltage between terminals. 
This subsection is focused on Zener diodes included in 
the induction hob, their weight is around 8miligrams 
and the main target of the study is to analyze the 
influence of their material composition on the 
environmental impact. 
The composition of the studied diodes includes 
materials such as tin, silver, gold, nickel, antimony, 
manganese… where the higher environmental impact is 
caused mainly by gold, follow by silver and manganese.  
The impact created by these materials on the 
environmental is really harmful, even although small 
quantities of them are included in the diode’s 
composition. 
 
4.2.2. Electronics Inventory: Transistors 
Transistors are one of the most important electronic 
elements, due to the importance advance that their 
invention supposed for the electronic industry. They are 
considered as essential component for electronic 
devices due to their low electric power consumption. 
Most of the main manufacturers of transistors are 
focused on the size reduction, whereas the 
environmental impact reduction supposes for the 
manufacturers an increase of market competitiveness, 
an improvement of their benefits and costs saves.  
This study is focused on surface-mount device (SMD) 
transistors included in induction hobs, with dimensions 
in the region of 3 mm x 1.74 mm x 1.3 mm and 8 
miligrams of weight. 
Several SMD transistors have been analyzed, and it has 
been concluded that transistors that generate higher 
impact for the environment are the ones with higher 

quantities of gold in their composition (Gómez et al. 
2015). Also, there are materials considered as critical by 
the European Union included in the composition of 
studied SMD transistors, they are cobalt, silicon and 
chromium; whose presence in the composition of the 
transistors suppose supply risk and they are affected by 
the economical importance of the material. 
 

4.3. Mechanical Inventory 
Mechanical components are essential for any type of 
induction hob, the main purpose of mechanical parts is 
placing each component, electronic and non electronic 
ones (electronic boards, wires, inductors…) and fix 
them during the whole life of the product.  
Induction hobs include an extensive range of non 
electronic or mechanical components, such as 
aluminum or steel parts, ceramic glass, ferrites… In this 
section all of these parts and materials have been 
analyzed, studying also their environmental impact 
contribution. 
 
4.3.1. Mechanical Inventory: Aluminum 
Six cast aluminum alloys have been analyzed in order to 
study the influence of composition on the 
environmental impact (Gómez et al. 2016). They are Al 
Si9, Al Si9Cu3(Fe)(Zn), Al Si10Mg(Fe), Al 
Si9Cu3Zn3Fe, Al Si5Mg and Al Si12Cu1(Fe). 
Once they have been analyzed and compared, it can be 
confirmed the importance of the selection of material 
composition not only for cost saving and mechanical 
properties improvement, but also for the impact that 
they generate on the environment.  
The highest environmental impact in Recipe 
methodology is obtained by alloy Al Si9Cu3Zn3Fe with 
1.01 pts per kg, in contrast the lowest impact belongs to 
Al Si9 alloy with 0.61 pts per kg. Analyzing all the 
alloys, it can be concluded that environmental impact is 
highly influenced by the materials included in the 
composition, where copper and tin are the materials 
with higher influence. 
 
4.3.2. Mechanical Inventory: Steel 
Steel is hugely included in the mechanical inventory, 
because most of the structural elements are made of it: 
in components such as the cover frame, screws and 
springs. There are five different types of steel included 
in the induction hob; all of them have been analyzed 
considering their composition and following the 
explained methodology. 
In the 5 types of steel studied, the environmental impact 
varies from 0.2380 points per Kg to 0.6763 points per 
Kg in Recipe methodology; where the highest impact is 
created by stainless steel. The elements included in the 
analyzed steels that mainly contribute to increase the 
environmental impact are silica, chrome and boron. 
 
4.3.3. Mechanical Inventory: Ceramic Glass  
Ceramic glass part is the outer component of the 
induction hob; main characteristics of this part are 
hardness, temperature resistance and ease of cleaning. 
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There are several types of ceramic glass depending on 
the composition. Also the aesthetic of this piece is 
changeable and the client can choose between a large 
amount of them; there are several types of beveled 
surfaces and a huge variety of colors available. 
As in the previous components, the environmental 
impact has been analyzed from real material 
composition of the seven types of ceramic glass 
analyzed. 
Once the analysis of the ceramic glass types was 
performed, it can be established that tin and neodymium 
are the elements that highly contribute to increase the 
environmental impact. In addition, some critical raw 
materials considered by the European Union such as 
barite and magnesium together with neodymium are 
included in the composition. 

 
4.3.4. Mechanical Inventory: Ferrite  
Ferrites are ceramic compounds made of iron oxides 
and metallic cations like cobalt, manganese-zinc alloys 
or iron. They are mainly used in electronic devices such 
as transformers, electromagnets or electronic inductors. 
The main properties of ferrites are their low coercitivity 
with a high resistivity, high permeability and low 
losses. 
In this study, the main purpose consists on showing the 
importance of considering the exact material 
composition of a component when analyzing 
environmental impact. That can be achieved comparing 
the results between EcoInvent ferrite dataset and the 
customization of it considering the exact material 
composition of manganese-zinc soft ferrites (MnZn).  
The environmental impact in Recipe methodology 
varies from around 1570 mPt/Kg to more than 2220 
mPt/kg, depending on material selection. Whereas the 
environmental impact calculated from EcoInvent 
dataset is more than 2700 mPt/Kg, which suppose a 
result 72% higher than the minimum environmental 
impact, obtained from a composition based on Iron 
Oxide and 21.5% more than the maximum, with a 
composition based on Manganese Oxide. The variation 
of the environmental impact results is created by the 
difference on the quantity of Manganese included in the 
dataset, which is higher on EcoInvent. 
 
5. SOFTWARE APPLICATION 
As it has been previously exposed, “Sustainable 
Electronics” software allows the users to consider 
environmental impact and critical raw materials content 
while designing or selecting new components or parts. 
The software has been developed by means of Visual 
Basic .NET, trying to create a friendly interface for the 
users. It is made of three main blocks: new project/load 
project, databases and results; following the software 
structure shown in Figure 6. 
By means of block “new project” the user is able to 
create and name a new project, whereas in block “load 
project” an existing project can be selected. Finally, in 
“BBDD Components” section the user can manage the 
database available in the tool. 

Although this software has been firstly developed for 
electronic components, it was enlarged to include 
mechanical and structural components such as 
aluminum or glass ceramic components. In that way, the 
user is able to perform an exhaustive life cycle 
assessment, considering the whole life cycle stages. It 
allows the user to know the exact quantity of critical 
raw materials included in the analyzed product and also 
the impact they generate on the environment. Once the 
inventory data is updated, it seems to be easy for the 
user to get results and calculate the environmental 
impact of the components. 
 

 
Figure 6: Software Structure 

 
6. RESULTS AND DISCUSSION 
Once implemented the methodology on the components 
included on an induction hob (electronic and mechanic), 
it is shown the huge influence of material composition 
on the environmental impact. Besides the impact 
created by the materials on the environment, the 
presence of critical raw materials has been assessed. 
Material engineers are able to compare materials based 
not only on cost and properties but also taking into 
account materials’ environmental impact. 
Through the entire paper, it has been proved that the 
presence of certain materials highly contribute the 
increase of environmental impact values, specially in 
electronics components. That is the case of gold, cobalt, 
silicon and chromium included in transistors. And tin, 
silver, gold, nickel, antimony and manganese included 
on diodes composition. 
In the case of mechanical inventory, the elements with 
higher environmental impact values are cooper and tin 
in the studied aluminum alloys; silica, chrome and 
boron in components made of steel; tin and neodymium 
on glass ceramics analyzed and finally in ferrites the 
environmental impact is mainly created by manganese. 
Materials such as manganese, barite, and magnesium 
are included in the 2017 list of critical and strategic 
materials due to its high economic importance and 
supply risk in the European Union industry. 
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7. CONCLUSIONS 
The article highlights the relevance of considering the 
exact materials composition in the calculation of the 
environmental impact.  
In order to achieve more accurate environmental impact 
results and higher sensitivity when designing, it is really 
important to contemplate the exact material 
composition. Thereby, engineers are able to assess how 
few modifications on the composition and properties of 
materials such as steel, aluminum or ceramic glasses 
generate changes on the environmental impact. The 
influence of these changes can be calculated in detail by 
means of the methodology explained in this paper. In 
contrast, the influence of material composition on the 
environmental impact cannot be calculated by means of 
generic databases, where the material composition is not 
considered. 
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ABSTRACT 
This study presents the modelling and dynamic 
simulation of an Isolated Wind Power System (IWPS) 
consisting of a Wind Turbine Generator (WTG), a 
synchronous machine (SM), consumer load, dump load 
(DL) and a Battery Energy Storage System (BESS).  
First the IWPS architecture and the dynamic models of 
the IWPS components are described. Second, the 
control requirements for frequency regulation of the 
IWPS are studied and a PID regulator to govern the 
active power stored+dumped by the BESS+DL 
combination or supplied by the BESS along with a 
power sharing algorithm between the BESS and DL is 
presented. Finally the IWPS is simulated facing to 
variations to load and WTG power. The simulation 
results are given showing graphs of the main electrical 
variables in the IWPS: system frequency and voltage 
and active power in each component. The results show 
how the BESS or BESS+DL combination regulates 
correctly the isolated system frequency. The results also 
show that the BESS improves the IWPS reliability 
when compared with the frequency control obtained 
using only the DL. 

 
Keywords: Wind Turbine Generator, Battery energy 
storage, Isolated microgrid, Power systems Simulation  

 
1. INTRODUCTION 
Remote microgrids (RMG) are microgrids [Lasseter 
2002] and [Basak et al. 2012] located in remote 
geographical areas which can be either isolated from the 
distribution grid or with an intermittent or low-
reliability connection to it. Among the different 
possibilities, this article deals with the isolated wind 
power system (IWPS) presented in Fig.1. It consists of a 
synchronous machine (SM) working as a grid forming 
Synchronous condenser (SC) which provides the 
isolated grid voltage waveform, one wind turbine 
generator (WTG) which supplies uncontrolled active 
power, consumer load which consumes uncontrolled 
active power, a  dump load (DL) which  consumes 
controlled active power and a battery energy storage 
system (BESS) which consumes/generates controlled 
active power. The IWPS of Fig. 1 can be considered a 
High Penetration Wind Diesel Power System (WDPS) 

in Wind Only mode where the Diesel Generators are not 
running and only the WTGs supply active power to the 
system (Sebastián 2016). The Diesel generator (DG) in 
a WDPS is in charge of regulating the isolated system 
frequency and voltage. In the IWPS of Fig.1 the system 
voltage is controlled by the SM voltage regulator and 
the system frequency is regulated by balancing the 
active power of the system using the DL and BESS 
components as the next section 3 explains. 

WDPSs are isolated power systems with low 
inertia, so that the benefits obtained by adding a short 
term Energy Storage System (ESS) to a WDPS such as 
frequency support, voltage stabilization, increasing 
reliability (Sebastián 2017) are more effective than in 
the case of large power systems with much higher 
inertia. The IWPS of Fig, 1 has no controlled generator 
and even lower inertia than a WDPS, so that the 
included BESS in it is fully justified to improve the 
IWPS power stability. Examples of ESS providing 
system frequency support in low inertia power systems 
are (Serban and Marinescu 2014), and (Sebastián 2016) 
with BESS, (Tarkeshwar and Mukherjee 2015) with 
capacitive ESS and (Sebastián, and Peña 2015) with a 
flywheel ESS.  

 
2. THE IWPS MODELING 
The IWPS of Fig 1 has been modeled using MATLAB-
Simulink software. The models of the IWPS 
components are described in the following paragraphs. 

The SM generates the voltage waveform of the 
isolated grid and its automatic voltage regulator controls 
the system voltage to be within the prescribed levels. 
The SM has a rated power (PSM-NOM) of 300 KVA and 
works with zero input torque. The SM electrical part is 
represented by a sixth-order model and the voltage 
regulator model is an IEEE type 1. The SM inertia 
constant HSM is 1 s (typical SM-HSM values are between 
1 and 1.5 seconds (Kothari 2003)). 

The WTG consists of a Wind Turbine (WT) driving 
an Induction Generator (IG) directly connected to the 
autonomous grid forming a constant speed stall-
controlled WTG (no pitch control). The mechanical 
power produced by a WT (Rodriguez Amenedo et al 
2003) is:  

Proc. of the Int. Workshop on Simulation for Energy, Sustainable Development & Environment, 2018 
ISBN 978-88-85741-16-4; Bruzzone, Janosy, Nicoletti and Zacharewicz Eds.                                      

22



PMECT CAvP 3

2

1 
 (1) 

 
where  is the air density, v is the wind speed, A is the 
area swept by the turbine blades and CP is the power 
coefficient. CP is a function of the Tip Speed Ratio 
(TSR=Rωr/v, where R is the blade length and ωr is the 
WT shaft speed) and the blade pitch. Since the WTG 
used in this paper has no pitch control, CP is only a 
function of TSR. In addition, the IG speed range 
variation in the WTG is very limited and thus CP can be 
considered in first approximation as a function only of 
the wind speed. As the wind speed is quasi-random 
there is no way to control the active power that the 
WTG produces, so the WTG behaves as an uncontrolled 
source of active power. Ref. (Li and Chen 2008) shows 
other WTG types that allow better control of WTG 
produced power, but less robust and with more 
maintenance than the constant speed stall-controlled 
WT-IG type used in this article, The IG consumes 
reactive power so a capacitor bank has been added in 
Fig. 1 to compensate the power factor. The simulated 
constant speed stall controlled WTG model follows the 
one in (Gagnon et al. 2002) and consists of an Induction 
Generator (IG) of 275 kW (WTG rated power PT-NOM = 
275 kW) and the Wind Turbine (WT) block described 
later. The electrical part of the IG is represented by a 
fourth-order model. Typical inertia constant HW values 
for WTGs are between 2 and 6 seconds (Knudsen and 
Nielsen 2005). As the WTG used in the article is a low 
power one, the low limit of the previous range, 2 
seconds, is assigned to HW. 

The Dump Load (DL) consists of a set of 
semiconductor power switches and a bank of resistors. 
By closing/opening these power switches, the DL 
consumed active power can be controlled behaving as a 
controlled sink of active power. The DL of (Sebastian 

2011) is used and consists of eight three phase resistors 
connected in series with GTO switches. The resistors 
values follow an 8 bit binary progression so that the 
power consumed by the DL, assuming that the voltage 
in the isolated grid is nominal, can be expressed in the 
form: 

 
(I0+I1·2

1+..+ I7·2
7)·PSTEP = XD-REF·PSTEP  (2) 

(2) means that the power can be varied discretely from 0 
to 255·PSTEP, where PSTEP is the power corresponding to 
the least significant bit and IJ is “1” when the associated 
GTO is turned on and “0” when the GTO is turned off. 
For this article PSTEP = 1.4 kW and therefore PD-NOM = 
357 kW. The DL is used in the IWPS to consume power 
when there is an excess of generated active power.  

The BESS is based on a 240 V Ni-Cd battery bank, 
a battery side LC filter, an IGBT three-phase 
bidirectional Current Controlled Inverter (CCI) of rated 
power PS-NOM=150kW, a grid side L filter and a 150 
kVA elevating transformer. The BESS is used to 
store/supply the WTG active power excess/deficit for 
frequency regulation. BESSs can also support voltage 
regulation (Krata and Saha 2018). 

The CCI performs the DC/AC conversion to 
connect the battery bank to the grid.  The CCI can 
operate as an inverter by supplying power to the 
isolated grid (discharging the battery) or as a rectifier by 
absorbing power from the isolated grid (charging the 
battery). In order to reduce the converter sizing its 
reactive power reference is null, so the CCI works with 
1 power factor. The CCI uses IGBTs, with a 5 kHz 
IGBTs switching frequency. A description of this grid 
connection converter is given in (Sebastian and Peña 
2015). 

The model for the 240V Ni-Cd battery (Tremblay 
2007) comprises a variable DC voltage source in series 

 

 

Fig. 1. Layout of the isolated Wind Power System 
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with an internal constant resistance. The voltage source 
value depends on the battery state of charge (SOC) 
according to the battery discharge curve and the internal 
resistance has the same constant value for charging and 
discharging. Ref (Li, 2013) shows other possible battery 
model. The battery stored energy is 93.75 kWh. Details 
of the battery sizing can be seen in (Sebastian 2008). 
The Ni-Cd battery capacity C is 390.625Ah (93.75 
kWh/240V= 390.625Ah).  

 
3. THE IWPS FREQUENCY REGULATION  
The IWPS of Fig.1 can only works if the average power 
coming from the WTG is greater than the power 
consumed by the load plus the system losses. The 
frequency is regulated by maintaining the instantaneous 
balance of the active power consumed and produced. To 
accomplish this active power balance, the BESS can 
store (PS>0) or the DL can dump (PD>0) the surplus 
active power from the WTG. Also the BESS can supply 
power (PS <0) in the periods when the wind power is 
less than current load. If PT and PL are respectively the 
active power generated by the WTG (PT>0) and 
consumed by the load (PL>0), J is the inertia of the SM, 
and  is the SM shaft speed in rad/s (related to the 
frequency of the voltage waveform f by =2f/p, with p 
the SM number of pole pairs), the power equation of the 
SM if no losses are taking into account is: 

dt

d
JPPPP DSLT

  (3) 

DSLT PPPP
dt

d
 0

  (4) 

Equation (4) shows that to obtain constant synchronous 
shaft speed (system frequency) (dω/dt=0), the 
BESS+DL combination must consume power when PT 
exceeds PL and the BESS must generate power when PT 
is less than PL. Eq. (3) is valid for the considered IWPS 
because the BESS-CCI works in the current control 
mode, so the CCI adapts to the voltage waveform and 
frequency imposed by the SM. For BESS inverters 
working as a voltage source inverter (VSI) with a fixed 
frequency, equation (3) does not apply (Drouilhet 
1999). 

To control system frequency a PID frequency 
regulator is applied (Sebastián 2016). The PID input is 
the frequency error (difference between the current 
frequency and the power system nominal frequency 
50/60 Hz) and the PID output is the reference power 
PREF needed to be absorbed (PREF >0) by the BESS+DL 
or supplied (PREF <0) by the BESS to balance the active 
power of the system. 

When PREF>0 a power sharing between DL and 
BESS must be calculated, computing the reference 
power to be dumped by DL PD-REF and the reference 
power to be stored/supplied PS-REF by BESS, so that: 

 

REFDREFSREF P+P=P 
 (5) 

  NOMSREFSNOMDREFD PP,PP0    (6) 

Eq. (6) is the DL rated power (PD-NOM) and BESS 
rated power (PS-NOM) limitations. The power sharing 
algorithm used in this article tries to maximize the 
energy storage of the available wind power excess in 
the BESS and to minimize the changes in the DL 
consumed power PD. As commented before, PD can only 
vary in discrete steps multiples of P0 kW. To vary PD 
the DL resistors must be switched on and off and these 
commutations produce system voltage variations and 
for this reason the BESS/DL load sharing algorithm 
tries to minimize the PD-REF changes.  A detailed 
description of this algorithm can be seen in (Sebastian 
and Peña 2010). 
 
4. SIMULATION RESULTS 
The IWPS of Fig.1 were simulated using the 
MATLAB-Simulink multipurpose simulation software 
(Matlab 2018). The IWPS Simulink schematic can be 
seen in Fig. 2. Some of the components described 
previously and shown in Fig.2, such as the IG, the SM 
and its voltage regulator, the consumer load (main and 
extra load), etc. are blocks which belong to the 
SimPowerSystems library for Simulink.  

The WT block of Fig. 2 contains the wind turbine 
power curves which define the mechanical power in the 
WT shaft PT-MEC as a function of the wind speed and the 
WT shaft speed as it is described in eq. (1) This PT-MEC 
is divided by the WT speed to calculate the mechanical 
torque applied to the WTG-IG. 

The simulations cover the response of the IWPS to 
a 75 kW load disconnection/connection through the 3 
Phase breaker (3PB) of Fig. 2 and to positive/negative 
wind steps. In all perturbations it is shown that the PID 
controller uses the BESS or the BESS+DL combination 
as actuators to regulate system frequency.  

Four graphs are shown for the presented tests:  the 
frequency per unit (Fig 3), the RMS voltage per unit 
(Fig 4), the active powers for the WTG and consumer 
load (Fig 5) and the active powers for the BESS and DL 
(Fig 6). For the WTG the active power is considered 
positive if generated and for the rest of components: 
BESS, DL and consumer load positive if consumed In 
the simulation initial state at t = 0, the IWPS is in steady 
state, the WTG is producing +143 kW (with 9 m/s wind 
speed), the load is consuming 100 kW, the BESS is 
consuming 43 kW and the DL power is 0 kW.  

 From the initial state, at t = 0.2 s the wind speed 
increases from 9 to 10 m/s and the WTG power 
increases from the initial 143 to the final 200 kW as 
Fig. 5 shows. The reference power PREF is positive and 
below 0.9 PS-NOM (135 kW) during the whole transient 
and the initial DL power is zero, so according to the 
power sharing algorithm the BESS+DL load sharing is 
not performed, the DL is not actuated and the BESS 
stores all the active power excess (Fig. 6). During the 
transient the maximum frequency is 1.0014 and the 
voltage minimum is 0.995 pu. In the steady state the 
BESS consumes 100 kW. 
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 At t= 3.2 s the 3PB of Fig. 2 is opened, so the 75 
kW extra load is disconnected as can be seen in Fig. 5 
which also shows a negative peak transient in the WTG 
power although the WTG steady state power has the 
same 200 kW initial value at t=3.2, since the wind 
speed does not change during the test. 

As the active power excess is increased during this 
test in the same quantity as the load disconnection, soon 
the reference power PREF is over 0.9 PS-NOM and the 
power sharing algorithm between BESS and DL is 
performed so the DL begins to consume power. Fig 6 
shows that after the DL reaches a 50 kW constant value, 
the BESS assumes all the PREF variability. In the steady 
state the BESS/DL consumption is 125/50 kW 
respectively. 

During the -75 kW load transient the maximum 
frequency is 1.002 and the voltage minimum/maximum 
are 0.973/1.013 pu. 

At t=6.2 the Fig2-3PB is closed, so the 75 kW 
extra load is re-connected as can be seen in Fig. 5, 
which also shows that  the WTG  power presents a 
positive peak transient. In steady state the WTG power 
has the same 200 kW initial value at t = 6.2 s, since the 
wind speed has not changed. The calculated reference 
power PREF falls below 0.7 PS-NOM (105 kW) during this 
test, so according to the power sharing algorithm PD-REF 

is reduced until reaches 0 and the BESS assumes all the 
active power excess with a final value of 100 kW. The 
fpu minimum is 0.9981 pu and the voltage 
minimum/maximum are 0.9899/1.0019. 

 At t=9.2 a -2 m/s wind step is applied so the final 
wind speed is 8 m/s. The WTG reduces its supplied 
power to 92 kW in steady state which is less than the 
100 kW consumer load consumption as Fig. 5 shows. 
Consequently the BESS changes from consuming the 
previous 100 kW active power excess to supplying the 8 
KW active power deficit as Fig. 6 shows. The frequency 

decreases during the transient being its minimum 
0.9973 and the voltage minimum/maximum are 
0.9947/1.0042.   

In Fig. 3 the system frequency resulting when only 
the DL is used to regulate frequency is plotted in dot 
style. The same PID regulator of the BESS+DL case is 
used and in this case PREF = PD-REF as the BESS is 
turned off. In Fig. 3 the only DL-fpu waveform is very 
close to the BESS case until t= 9.2 s. From that instant 
the active power balance is not possible as the DL can 
not supply power, so the fpu falls continuously. 
Therefore, unless some load is shedding or another 
power source is quickly connected (Sebastian 2008), the 
IPWS will collapse. 

  
5. CONCLUSSIONS 
It has been shown how the BESS or the BESS + DL 
combination under the command of a PID controller 
and a BESS-DL power sharing algorithm balances the 
IWPS active power to regulate the IWPS frequency. 
The BESS also allows the IWPS to operate when the 
WTG power produced is lower than the consumed load,  
situation which it is not possible with the DL, so the 
IWPS reliability of the BEES+DL case is better than the 
frequency regulation in the DL only case.  
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Fig. 2. Isolated Wind Power System with BESS and DL Simulink schematics 
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Fig. 3. Frequency per unit in the BESS+DL and only DL cases 

 
Fig. 4. RMS Voltage per unit (BESS+DL)  

 
Fig. 5. Active powers for the WTG (generated) and load (consumed) 

 
Fig. 6. Consumed Active powers for the BESS and DL  
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ABSTRACT 

Preliminary thermohydraulical calculations carried out 

for the ALLEGRO 75 MW CEA 2009 design (Mayer and 

Bentivoglio 2014) pointed out that the peak cladding 

temperature exceeded the required temperature limit in 

case of hot duct break scenario, when the aggravation 

event of the stop of the second blower was taken into 

account. The value of the pressure loss coefficient used 

in the hot duct break modeling plays pivotal role in the 

corresponding peak cladding temperature (PCT). In this 

study we investigate how this pressure loss value 

influences the peak cladding temperature in ALLEGRO 

reactor. We selected the French CATHARE 

thermohydraulical code as a simulation tool to describe 

the hot duct break transient and to determine the PCT 

values. We carried out several transient calculations by 

varying the pressure loss coefficient and the results 

confirmed its importance. It was found that if the 

pressure loss value is less than 1.4 the PCT limit exceeds 

the criterion of 850 oC.  

    

Keywords: ALLEGRO, gas cooled, fast reactor, 

CATHARE simulation, hot duct break, pressure loss 

 

1. INTRODUCTION 

The helium cooled GFR2400 fast reactor is one of the six 

concepts that were selected for future research by the GIF 

international forum. The main advantage of the 2400 

MWth power nuclear reactor is its high coolant outlet 

temperature – providing high thermal efficiency – and 

the fast neutron spectrum – giving the possibility of the 

closure of the fuel cycle. Nevertheless, any gas cooled 

fast reactor has never been built so far. Therefore, a 

demonstrator reactor was envisaged to validate the new 

refractory carbide fuels and to prove the usability of 

helium technology. This reactor is called ALLEGRO and 

its currently expected thermal power is 75MW. The 

ALLEGRO reactor is currently being developed the in 

Czech Republic, France, Hungary, Slovakia and Poland. 

Previous studies revealed that the hot duct break scenario 

aggravated by blower failure is one of the most critical 

transients of ALLEGRO reactor. In this paper the 

pressure loss coefficient of the hot duct break is 

investigated using the CATHARE thermohydraulics 

code.  

 

2. THE ALLEGRO 75MW 2009 CEA DESIGN 

The ALLEGRO 75MW CEA 2009 design consists of 

two main primary loops and three additional decay heat 

removal (DHR) loops as it can be seen in Figure 1. The 

primary coolant is helium pressurized at 70 bar. Each 

primary loop contains a primary blower which drives the 

flow.  

 

 
Figure 1: Possible heat removal paths of the ALLEGRO 

75MW CEA 2009 design. During normal operation the 

three DHR loops (left) are closed. 

 

In normal operation the heat is removed by the two main 

primary-secondary heat exchangers. The secondary side 

of them contains water pressurized at 65 bar. The water 

coolant is circulated by the two main water pumps and 

the heat is removed via the two air coolers, which are 

cooled directly by ambient air. As this concept suggests 

there is no electricity production envisaged for this 

demonstration reactor.   

The three DHR loops (Figure 1. left hand side) are 

dedicated for accidental conditions and they are closed 

during normal operation. These loops are designed to 

remove decay heat in both natural and forced convection 

mode. Their secondary circuit is filled with pressurized 

water of 10 bar and they are designed to operate in 
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natural convection. The heat sink of the loops are three 

independent pools filled with water. 

The whole primary system is encompassed by a 

cylindrical tank, which is called the guard vessel. The 

primary purpose of this vessel is to keep backup pressure 

in case of LOCA situations in order to decrease the power 

needed for the active core cooling. 

Each shaft of the main primary blowers is equipped with 

two motors. The first is the main motor, which has the 

role to circulate the helium coolant in nominal 

conditions. The second is an auxiliary motor, which 

drives the flow as the scram is actuated. This second 

auxiliary motor is called “pony” motor and has 

significantly less power that the main motor.  

This concept is called the “pony concept” and the 

primary idea behind it is to keep the nominal heat 

removal path after scram without starting the DHR loops. 

Of course, if the heat removal using the ponies and the 

primary heat exchangers is not sufficient anymore the 

ponies are stopped, the main primary valves are closed 

and the DHR loops are opened.  

When the SCRAM is effective, only the decay heat has 

to be removed from the core, which is only a few percent 

of the original core power. In order to avoid the 

overcooling of the core the ponies are running only at 

20% of the nominal rotation speed if the system is 

pressurized (Mayer and Bentivoglio 2015). When there 

is a loss of coolant accident (LOCA) and the primary 

pressure becomes low, the speed of the ponies is 

increased back to the original 100% rotational speed. In 

this case the helium is less dense than at nominal 

pressure. For that reason, the ponies require less electric 

power in LOCA situations than at pressurized conditions.  

According to this concept the current protection logic of 

ALLEGRO switches off the main motors after SCRAM 

and starts the pony motors immediately.   

 

3. HOT DUCT BREAK SCENARIO 

In conventional PWRs (Pressurized Water Reactors) the 

hot and cold legs (ducts) are separated from each other. 

Opposed to that, due to thermomechanical considerations 

the gas cooled ALLEGRO 75MW CEA 2009 design uses 

the so called cross duct technology, which means that the 

hot duct of the primary circuit is led inside the cold duct. 

In other words, the ALLEGRO uses a “pipe in a pipe” 

concept. As a consequence, in case of hot duct break 

scenario, there is no loss of primary coolant. However, 

there is a large flow which bypasses the core through the 

broken pipe (Figure 2). Consequently, the decreasing 

flow rate leads to an excessive temperature rise in the 

core, which threatens the integrity of the fuel claddings. 

Since the maximal fuel cladding temperature plays a 

pivotal role during the design process of a nuclear power 

plant we investigated in detail the effect of the pressure 

loss coefficient through the break. The main focus is on 

how the pressure loss coefficient of the break influences 

the maximal peak cladding temperature during the hot 

duct break transient.  

In nuclear reactors there is a technical limit for keeping 

the maximum fuel cladding temperature below a certain 

level. In case of hot duct break initial event of 

ALLEGRO the corresponding temperature limit is 850 
oC – it is the beginning of lack of confining the cladding 

material. For initial events that are in the design basis of 

a nuclear power plant a single failure criterion has to be 

applied. This means that the hot duct break has to be 

aggravated by other failures. Previous studies pointed out 

that the failure of one of the blowers is the worst case 

single failure in this situation (Mayer and Bentivoglio 

2014). 

 

 

Figure 2: Graphical representation of the core bypass in 

case of hot duct break of ALLEGRO. The second loop is 

not depicted because its isolation valve is supposed to be 

closed after the stop of the 2nd blower.  

 

4. THE CATHARE CODE USED FOR 

SIMULATION 

In this study the French CATHARE thermohydraulic 

code was selected as a simulation tool for the hot duct 

break scenario of ALLEGRO. The CATHARE code was 

primarily developed for simulating two-phase flow 

phenomena in PWRs and BWRs (Boiling Water 

Reactors). Later, its validity was extended to sodium and 

gas cooled reactors as well.  

The CATHARE code uses a one-dimensional 6-equation 

model (Bestion 1990), which is based on the 

conservation principles of the mass, momentum and 

energy for both liquid and gas phases. There is a 

possibility to model non condensable gases by adding an 

extra mass balance equation to the system. The full 

equations solved by the CATHARE are presented in 

(Bestion 1990). For a monophasic gas flow these 

equations can be written as:  
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With ρG : gas density (kg.m-3), VG : gas velocity (m.s-1), 

A : flow area (m2), Si : gas mass source term, p : pressure 

(Pa), χf : friction perimeter (m), CG : friction coefficient, 

g : gravity (m.s-2), HG : gas enthalpy (J.kg-1), χc : heating 

perimeter (m), QPG : heat transferred to the walls (W.m-

2), SEG : source of energy (W.m-1).  

The gas (helium for this application) is considered as a 

perfect gas.  

Solid structures are represented using so-called walls and 

friction and heat transfer between the gas and the walls 

are calculated using classical correlations.  

 

5. THE HOT DUCT BREAK MODEL 

 

5.1. Hot duct break model 

The amount of flow which bypasses the core depends on 

the break size and the break geometry. Using 

conservative considerations in this study we supposed 

that there is a guillotine break in the middle of the hot 

duct.  

 

 
Figure 3: Hot duct break model of ALLEGRO. The hot 

and the cold ducts are connected by a pipe element. In 

case of hot duct break simulation, the valve is opened. 

  

The CATHARE model of ALLEGRO contains several 

“pipe” elements. Since CATHARE is a one dimensional 

code, the hot duct break is simulated by simply inserting 

a pipe element between the hot and the cold duct as it is 

depicted in Figure 3. There is a valve in this connecting 

pipe, which is closed during normal operation and 

opened when the hot duct break occurs. When this valve 

opens a continuous gas flow is generated between the 

cold and the hot duct. As a result, the nominal mass flow 

rate of the core may drastically decrease causing a 

temperature increase in the reactor core. The most 

important parameter which influences the break mas 

flow rate is the pressure loss coefficient of the break 

valve. The lower pressure loss coefficient is selected the 

higher maximum cladding temperature develops. 

 

5.2. Implementation of hot duct break 

The nodalization of the ALLEGRO reactor is depicted in 

Figure 4. We built the reactor core by using an average, 

a hot and a bypass channel. The main heat exchangers 

were modeled by using two axial elements, one for the 

primary and one for the secondary side and then an 

exchanger module was defined between these two axials. 

The guard vessel consists of two axial elements and 

further volumes were added in order to connect it with 

the primary system in case of LOCA events.  

 

 
Figure 4: CATHARE nodalization scheme of the 

ALLEGRO reactor. HX represents the main heat 

exchanger, GV depicts the guard vessel.  

 

6. CATHARE CALCULATIONS 

The transient calculations were started from steady state 

conditions of the ALLEGRO 75MW 2009 CEA design. 

At the start of the transient the break valve (Figure 3. 

middle) is suddenly opened in the first loop and at the 

same time the blower in the second loop is tripped. The 

blower in the second loop coast down according to its 

inertia and friction. At around 60 seconds the blower 

stops and the primary valve in the cold leg of the second 

loop closes. According to the current Instrumentation 

and Control (I&C) the first blower continues to work at 

20% of the original speed.  

Series of CATHARE simulations were carried out by 

varying the pressure loss coefficient of the break valve 

from 0 to 1.4 and the maximum cladding temperature 

values were monitored. 

 

7. RESULTS 

The corresponding maximal cladding temperatures can 

be seen in Figure 5. When the pressure loss coefficient 

was set to zero, the core exceeded the temperature of 

1300 oC – which is the melting of the cladding – in less 

than 4 minutes. When the pressure loss value was set to 

1.4 the PCT value was about 850 oC, which is the 

maximum permissible limit for this transient. These 

results suggest that the ALLEGRO cladding remains 

confined in case of hot duct break if the pressure loss 

value is larger than 1.4. We emphasize here that these 
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computations were best estimate calculations so 

additional margin has to be taken into account.  

 

 
Figure 5: Time evolution of maximum cladding 

temperature for different pressure loss values. 

 

 
Figure 6: Effect of the pressure loss coefficient on the 

PCT value. 

 

Nevertheless, previous Computational Fluid Dynamic 

(CFD) studies pointed out (Farkas and Farkas 2017) that 

the pressure loss values are at the range of ~1.0, which 

suggests that the in case of 75MW initial power the 

cladding temperature will exceed the 850 oC limit. In our 

previous CATHARE calculations (Mayer 2017) we used 

the 0.549 value for the pressure loss coefficient, which 

might be sufficiently conservative for further 

consideration steps. In those calculations, obviously, the 

PCT values are higher, which indicates that the initial 

core power of the ALLEGRO has to be decreased 

significantly in order to fulfill the criterion of 850 oC.  

Of course, other solutions are possible to keep the PCT 

below 850 oC, for instance introducing a third primary 

loop to the ALLEGRO or redesign the I&C of 

ALLEGRO.   

Figure 6. shows the PCT values in the function of the 

pressure loss coefficient. It can be seen that the cladding 

temperature exceeds the cladding melting temperature if 

the pressure loss coefficient is below 0.2. If the pressure 

loss values are higher than 1.4 the PCT is below 850 oC.  

In Figure 7. the time instants of the PCT values are 

depicted. For the pressure loss values below 0.2 there is 

no PCT value calculated because the CATHARE code 

does not give results for melted core. Therefore, the 

instant of the reaching of the 1300 oC is depicted. The 

conclusion of Figure 7 is that as the pressure loss 

coefficient is increasing the duration of the peak cladding 

temperature is decreasing. This phenomenon can be seen 

in Figure 5. as well.    

 

  
Figure 7: Effect of the pressure loss coefficient on the 

PCT value 

 

8. CONCLUSION 

The results showed that the PCT values are highly 

dependent on the pressure loss values used at the break. 

If the pressure loss coefficient at the break is zero, the 

cladding will melt in less than 4 minutes. If this value is 

1.4 or higher the corresponding PCT values remain 

below the 850 oC limit.  
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ABSTRACT 
This paper gives an introduction to the strategic 

research field of the cross-infrastructural planning 

process and the system operation for charging stations 

from the traffic and energy network view. In the course 

of the energy turnaround in Germany (grid and plant 

expansion, liberalization) as well as changes in the 

transport sector (increasing traffic volume vs. increasing 

loss of transport infrastructure [Radke 2017; Daehre 

2012]) complex cross-infrastructure solutions and tools 

(simulation systems) will be needed in order to ensure 

the technical reliability as well as the economic and 

ecological orientation of these systems. Based on the 

current stock of charging points and the forecasted total 

demand, there is a need for the comprehensive 

construction of charging infrastructure for electric 

vehicles. This creates user acceptance and lowers the 

barriers to electric vehicles in the private and 

commercial sectors. 

 

Keywords: E-Mobility, charging infrastructure, traffic 

and energy network linking, cross-infrastructural 

approach 

 

1. INTRODUCTION 
In 2009, the EU committed to reduce greenhouse gas 

emissions by 20% by 2020 [EEA 2017]. This also 

affects the Federal Republic of Germany: Measures are 

needed to reduce these emissions in order to achieve the 

climate protection goals. In addition to actions for 

traffic avoidance, modal shift and traffic optimization 

[e.g. Schmidtke et al. 2017; Baumann et al. 2017] the 

conversion of vehicles with alternative drive 

technologies is focused. Electromobility is given great 

potential especially due to its technical maturity [MLV 

2018]. For the transport sector, especially for motorized 

private transport, an increase of more than 10% in terms 

of traffic volume (pkm) is forecasted by 2030 [Radke 

2017]. In order to exploit this potential and to increase 

the number of registrations for electric vehicles (up to a 

mass market phase), political incentives must also be 

created.  

So far, battery electric vehicles account for only 0.12% 

of the total number of passenger cars in Germany (in 

2017, approx. 45 million passenger cars in total), 

although the growth in electric vehicles is currently 

33% [KBA 2018]. The (inter-)national political and 

social aspirations lead to an increase in the 

attractiveness of electric mobility [NPE 2015] and can 

lead to a comparably successful market run as in 

Norway [Bobeth et al. 2016]. The increased promotion 

programs for electromobility, the distribution of 

environmental bonuses for the purchase of an electric 

vehicle, the current discussions about diesel driving 

bans in Germany and the increasing commitment of the 

automotive industry to further the development of 

alternative drive concepts point this out [NPE 2015; 

VDA 2018]. Already now, this development leads to 

waiting periods of up to one year when buying an 

electric vehicle from German manufacturers. For a mass 

market phase of electromobility, it is therefore essential 

to implement a cross-infrastructure link between 

transport and energy networks in order to ensure both 

the technical availability and the economic and 

ecological orientation of the system. 

 

2.  MOTIVATION AND GOAL 
Users and suppliers of such solutions and tools are often 

narrowly limited to one of the fields of application 

(traffic or energy technology analysis and planning) 

(see Chapter 3.1), so that the need arises to realize a 

model linkage in an interdisciplinary approach (Figure 

1). The novelty of the present research approach 

optimizes the placement of charging infrastructures on 

the basis of both networks and is thus intended to 

answer the research question, which interactions exist 

between the infrastructures and which advantages result 

from their linking. The development of suitable 

algorithms and criteria to answer the question of where 

and how charging infrastructures (placement and 

prioritization) should be planned is also part of the 

research work and will be developed in the paper as a 

concept study. In the long term, the research work will 

develop a simulation system for multi-scenario analysis 

for a linked traffic and energy infrastructure. This 
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Figure 1 Morphological Box – Research focus 

[Behrendt 2016] 

 

should make it possible to examine the presented 

question in an interoperable framework.  

On this basis, the objective is to develop optimized 

strategies for the planning and networked operation of 

transport and energy infrastructure and to evaluate them 

simulatively. From the derived results (development of 

the traffic situation, energetic utilization) a 

corresponding utilization plan can be represented. In 

detail, an analysis of the effects on the existing traffic 

and energy infrastructure (supply bottlenecks, 

oversupply) as well as their developments 

(determination of positions for charging infrastructures 

including design) is to be realized. The research field in 

this work is limited to the federal state of Saxony-

Anhalt, a region in central Germany and home of the 

authors. Furthermore, the focus is on motorized 

individual transport (battery electric verhicles (BEV), 

plug-in hybrid electric vehicles (PHEV)), freight 

transport (e.g. e-trucks) as well as public passenger 

transport (e.g. e-buses) take a subordinate role in the 

first model linking. 

 

3. STATE OF THE ART AND SCIENCE  
In the following chapter, the findings of the literature 

review are described by means of examples of projects 

already carried out and approaches for the (successive) 

development of a comprehensive and needs-based 

charging infrastructure for electric vehicles. The 

objective is to design a tool-based methodology for the 

present application, the application of which allows 

statements about the positioning and design of the 

charging infrastructure. 

 

3.1. Modeling and simulation of locations for the 
charging infrastructure 

The positioning of charging stations can be defined as a 

location planning problem. There are various 

approaches to develop an idealized grid for charging 

infrastructures. With the aid of algorithms, exact 

solutions which are increasingly approximated due to 

the computational effort are sought [Hagg et. al 2015]. 

Depending on the priority criteria for potential sites for 

charging infrastructures, the distribution of these can be 

differentiated in different ways. Overall, this  

 

 

 

 

distribution or location problem can be investigated 

with so-called location-allocation models or flow-

based-location models [Hagg et. al 2015; Hoerstebrock 

2014]. For the future approach, a multi-part model is to 

be implemented. 

 

3.1.1. Location-Allocation Models 
In the case of location-allocation models, it is assumed 

that the demand prevails in nodes or areas and should be 

satisfied with the locations. 

As a classic location-allocation model, the Maximum 

Coverage Location Problem (MCLP) deals with the 

location of corresponding elements and allocation of 

demand to locations [Church & Revelle 1974]. On the 

one hand, only relatively little data is needed for the 

model, but on the other hand it is a static problem. No 

queues, capacity limits or dynamic traffic flows are 

taken into account so that the use of the MCLP is not 

suitable for the gradual development of charging 

infrastructures; it is considered separately as a 

supplementary problem [Hagg et al. 2015]. 

 

3.1.2. Flow-Based Location Models 
Flow-based location models consider demand as 

(traffic) flow from origin to destination. Origin and 

destination points lie within a defined range. Due to 

flow-related demand, flow-based-location models are 

better suited for the intended use [Kuby & Lim 2005]. 

Within a network, the objects flow along links and 

through nodes. The aim of the model is to place sites on 

connection-intensive links, which allows the flow to be 

covered. There are some assumptions in this model, 

including that the location of a corresponding element 

has no impact on traffic, each origin-destination relation 

(OD) has the same route, and the flow is equal in both 

directions (symmetrical) [Hodgson 1990; Hoerstebrock 

2014]. In order to filter out connection intensive links 

(heavily trafficked roads), data must be available on 

traffic flows. Furthermore, this method involves a 

higher computational burden. 

 

The following section provides an overview of previous 

solutions in which the location problem was addressed. 

 

 

Proc. of the Int. Workshop on Simulation for Energy, Sustainable Development & Environment, 2018 
ISBN 978-88-85741-16-4; Bruzzone, Janosy, Nicoletti and Zacharewicz Eds.                                      

34



3.2. Overview of previous solutions 
In the field of electromobility there has been increasing 

research approaches in recent years related to the 

location problem for charging infrastructure of electric 

vehicles. A variety of optimization algorithms have 

been developed and used to address this problem. 

[Efthymiou et al. 2017] use OD data (origin-

destination) from conventional vehicles to determine the 

location of charging infrastructure by applying genetic 

algorithms and making necessary assumptions about the 

penetration of electric vehicles. [Frade et al. 2011], on 

the other hand, use socio-demographic data, such as the 

number of jobs and households, to derive demand per 

geographic unit. As part of a mixed 

intergerprogramming algorithm [Chen et al. 2013] aim 

to minimize travel costs by using parking demand as a 

proxy for the demand of electric vehicles. [Xu et al. 

2013], on the other hand, provide a framework for the 

optimal design of charging infrastructure 

(configuration) through a particle swarm optimization 

algorithm (PSO) with the aim of minimizing transport 

distances. 

In the spatial study area itself (Saxony-Anhalt, see 

Chapter 4), hardly any strategies for the (successive) 

development of charging infrastructures have been 

advanced. In contrast to the algorithmic approaches 

mentioned (exact or approximated), [MLV 2018] 

forecasts the electric vehicle numbers on the basis of the 

current situation and determines the total requirements 

for charging infrastructure. At this macroscopic level, 

no exact determination of the location is made, only a 

recommendation to the maximum catchment area 

(15km distance) of publicly accessible charging points. 

It turns out that previous work often considers the 

energetic prerequisites in a downstream process. In 

macro-level studies available in Germany [NPE 2015; 

Anderson et al. 2016; MLV 2018], the energy network 

is not included in the calculation. Therefore, the 

research objective is a methodically linked approach. 

 

4. DESCRIPTION OF THE STUDY AREA 
In order to derive the demand for future required 

charging infrastructure, a description of the traffic 

structure of Saxony-Anhalt and its existing number of 

charging points is necessary in the first step. Saxony-

Anhalt is located in the center of Germany and 

represents an appropriate transit state due to the 

availability of four federal highways (A2, A9, A14, and 

A38) with a total length of 2,140 km [Radke 2017]. The 

current situation of electromobility can be illustrated on 

the one hand by the stock of electric vehicles and on the 

other hand by the existing charging infrastructure. As of 

01/2017, Saxony-Anhalt has approximately 1.2 million 

registered passenger cars, including 310 BEV and 246 

PHEV, so in total there are only 556 externally 

rechargeable electric cars. Thus Saxony-Anhalt comes 

last place in the nationwide ranking in relation to the 

total stock. With the regard to the number of publicly 

accessible charging points with a total of 211 (08/2017), 

Saxony-Anhalt also performs poorly compared to the 

distribution of charging infrastructures in Germany. 

Although the ratio of electric vehicles per publicly 

accessible charging point is above average in Saxony-

Anhalt, it is continuously rising in Germany [NPE 

2015]. To cover the increasing demand – as a result of 

commuter traffic and increasing leisure traffic in the 

neighboring federal states [AA 2018] – according to the 

Ministry of Regional Development and Transport, 

1,300 publicly accessible charging points for electric 

vehicles are planned in Saxony-Anhalt by 2020 [MLV 

2018]. Currently there is hardly any charging 

infrastructure installed, especially in smaller cities and 

administrative communities, as shown in Figure 2. 

Taking into account all origin, destination, inland and 

transit traffic in available OD-matrices (origin-

destination), the traffic demand can be determined by 

daily load curves for any section of the route. As shown 

in Figure 2 these curves (distinguished by direction) 

were calculated for selected routes to illustrate the 

traffic situation. These form the basis for the planning 

approach of charging infrastructure (see Chapter 5). 

 

 
Figure 2 Study Area – Saxony-Anhalt [referring to 

MLV 2018] 

 

In addition to contributing to the achievement of the 

climate protection goals, the public perception changes 

(creation of an incentive system) by an increased 

demand or the gradual transition to electromobility by 

new publicly accessible charging infrastructure. The 

energy transition in Germany has the consequence that 

the structure of power generation fundamentally 

changes [AEE 2018]. Saxony-Anhalt is taking a 

pioneering role in the integration of renewable energies 

into the electricity supply. In the grid area, the share of 

electricity generated from renewable energies in terms 

of network sales is over 180 percent [AEE 2018]. 

Above all, wind energy plays a key role. Wind turbines 

installed in Saxony-Anhalt cover around 55 percent of 

the state’s net electricity demand. More than 2,700 wind 
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turbines with a total capacity of more than 4,700 

megawatts are installed. This energy is fed into one of 

the six switchgears distributed over Saxony-Anhalt in 

the extra-high voltage network (220kV / 380kV) and 

transformed into supra-regional distribution grids (high 

voltage grid - 60kV / 110kV) and regional distribution 

grids (medium voltage grid - 3kV / 30kV). Above all in 

the area of local and city grids (low-voltage network - 

230V / 400V), corresponding power capacities for the 

installation of charging infrastructures have to be 

proved, if necessary a grid expansion to cover the 

demand is required at certain locations [AEE 2018]. 

This planning aspect is also taken into account in the 

present research approach. 

 

5. APPROACH TO INTEGRATIVE TRAFFIC 
AND ENERGY NETWORK PLANNING 

The following chapter describes the conceptual 

approach for optimal placement and operation of 

charging infrastructures from the perspective of traffic 

and energy. 

On the one hand, both the transport network model and 

the energy network model must be developed. To model 

the transport network, available data sources are 

analyzed (traffic volume, commuter traffic, etc.) [Radke 

2017; KBA 2018], are reviewed with regard to 

sufficient accuracy and extended. The traffic model is 

subdivided into traffic cells (OD matrices) and also 

takes into account socio-demographic data as well as 

the attitude patterns of citizens towards electromobility 

(mobility survey in the area under investigation). Based 

on existing studies [NPE 2015; Anderson et al. 2016], 

diffusion scenarios (different permeation of electric 

vehicles) are defined and transferred in the model. The 

application and adaptation of suitable optimization 

algorithms (see chapter 3.1) shows the optimal 

placement of charging infrastructure from a traffic point 

of view. 

To simulate the electrical network, also the network 

data (in cooperation with the energy network companies 

of the study area) are analyzed, reviewed with regard to 

sufficient accuracy and extended. Subsequently, the 

Figure 3 Modeling and Linking 

energy network is simulated in a suitable simulation 

software in order to carry out corresponding load flow 

calculations [Hauer 2014]. Furthermore, network 

scenarios for future development in terms of energy 

generation and energy consumption are defined [NEP 

2018] and transferred in the network model. The 

network utilization as well as critical network sections 

can be identified by means of simulations. 

Subsequently, the developed models are linked by 

simulation technology. With the help of traffic flow 

data and energy network data, it is possible to determine 

the geographical installation locations of the charging 

infrastructures. The development of algorithms and 

criteria for the placement and prioritization of charging 

infrastructures are crucial, they allow statements about 

the site selection, the technology choice (DC, AC 

charging infrastructure) and the number of charging 

systems. These findings represent the input parameters 

for the development of algorithms and criteria for the 

supply of charging infrastructures from the electrical 

network. The costs of grid expansion, sector linking 

opportunities and distributed charging strategies are 

taken into account. The overarching research goal is 

then the application of the algorithms developed in the 

linked model to identify suitable charging infrastructure 

locations and to determine a suitable supply or 

operating concept from the point of view of the 

electrical and transport network. Figure 3 illustrates the 

research design conceptually. After the simulation runs 

(different permeation of electromobility) the results are 

visualized and interpreted. In addition to the 

technological and infrastructural consideration [e.g. 

Wenge et al. 2010], the selection of suitable methods 

(algorithms) plays a decisive role. On the basis of the 

results, a corresponding decision is made on the 

investment and implementation measures (i.a. 

construction). 

As described, after the development of the single 

simulators the integrated simulation takes place in a 

multi-stage process. This is exemplary visualized by a 

district (“Börde”) from the study area Saxony-Anhalt 

(see Figure 4). The excluded “Greenfield Scenario”  
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Figure 4 Integrated Simulation 

 

illustrates the prioritization of charging points for a 

simple location planning problem. However, existing 

infrastructures, the traffic routes as well as the energy 

infrastructures are disregarded. Taking into account the 

transport network as well as the calculated daily load 

curves (traffic demand) for selected routes, charging 

points can be prioritized using the models described in 

chapter 3.1 in the "Transport Network Scenario". These 

are linked to the existing traffic routes (= edges). In the 

subsequent “Integrative Scenario”, the energy supply 

grid (especially the medium and low voltage grid) is 

also taken into account. As a successive build-up of 

charging infrastructure is aimed, the goal is to 

temporarily avoid grid expansion, so that charging 

infrastructures are placed where appropriate power 

capacity is available. According to this, the placement 

of the charging infrastructures is rechecked and, if 

necessary, adjusted in an integrative planning approach 

(see red arrow in Figure 4). 

The procedure described is applied to the entire study 

area Saxony-Anhalt. For a sound action 

recommendation, different diffusion scenarios for 

electromobility are defined and depicted (see Figure 3). 

The scenario technique with best-case, worst-case and 

trend scenarios is used [Göpfert 2012; Decker 2012]. 

Thus, for example, a permeation of 1-5% electric 

vehicles is expected for the year 2020, with 2025 

already being calculated at 5-25%.  

 

6. SUMMARY AND OUTLOOK 
The use of electric vehicles creates a direct link between 

multiple infrastructures, increasing the flexibility of the 

systems. Electromobility is seen as one of the flexibility 

options of the future electric power system [Komarnicki 

et al. 2018]. 

The research approach described focuses on linking the 

energy systems with the transport infrastructures. The 

model linking should enable optimized strategies for the 

planning and the networked operation of both 

infrastructures and be evaluated by the simulation 

system to be created.  

 

 

The objective is to answer the question of how the 

interaction of both infrastructures is formed and what 

are the benefits of the linking. So far, in addition to the 

conceptual and formal model, the first scenarios have 

been defined and also shown as examples. In the further 

course, the scenarios are differentiated in order to 

compare the experimental results. The objective is for 

the entire federal state of Saxony-Anhalt to demonstrate 

the comprehensive development of charging 

infrastructures for electric vehicles - against the 

background of different development scenarios. 

The outlook also presents the challenge of broadening 

the question to another critical infrastructure: 

information and telecommunications. 
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ABSTRACT 

In order to study the effect of strenuous exercise to 

human blood flow and vessels stress, the paper takes the 

central artery in human brain for an example, and 

carries out a two-way fluid-solid coupling finite element 

analysis on it. The three-dimensional model is 

reconstructed, and the calculation was made with 

Computational Fluid Dynamics software. The 

simulation results show that, a low velocity vortex 

region is formed in the sinus of the artery, and the 

vortex phenomenon is getting weaker with the increase 

of the acceleration value. The structure shape of blood 

vessel is the main factor affecting the wall shear stress 

and Mises stress. With the increase of the exercise 

acceleration, the maximum of wall shear stress and 

Mises stress of the vessel wall shows an approximate 

linear growth.  
 
Keywords: blood vessels stress, fluid-solid coupling, 
modeling reconstruction, computational fluid dynamics 
 
1. INTRODUCTION 

Cardiovascular and cerebrovascular diseases are 

characterized by high prevalence rate, high disability 

rate and high mortality rate. The number of deaths 

caused by cardiovascular and cerebrovascular diseases 

in the world is as high as 15 million each year, ranking 

the leading cause of death. A large number of studies 

show that obtaining mechanical parameters of blood 

vessel walls and blood is of great significance in the 

treatment of cardiovascular and cerebrovascular 

diseases. However, up to now, there is still no effective 

means to obtain the required data through medical 

clinical methods or experiments. Therefore considering 

combining medical science and engineering, the 

engineering finite element method is used for numerical 

simulation to obtain the displacement field, the shear 

stress field and the pressure field (Bracamonte-Baran 

William and Baritto-Loreto Miguel 2016; Nicolas 

Moreno and Philippe Vignal 2013). 

A large number of scholars have done numerous related 

researches. Zhaomiao Liu, Changxing Xu and others 

took the STL file generated by mimics into Geomagic 

Studio to reconstruct the NURBS surface, and 

compared the fluid solid coupling model with the rigid 

vessel wall model. They found that the shear stress, 

displacement and the location of the maximum stress on 

the vessel wall are all different (Zhaomiao Liu, Lidan  

Gao and Yi Shi 2013). Ying Liu , Weizhong Zhang and 

others, used medical imaging software mimics to 

establish the real model of blood vessel wall and 

simplified it. They also considered the constraint effect 

of brain tissue and apply a inner normal direction force 

to blood vessel walls to simulate (Ying Liu, Defa Zhang, 

Yongqiang Bi and Menghong Wang 2015). J. A. 

MOORE. Annals of Biomedical Engineering, studied 

the three-dimensional reconstruction method of arterial 

blood vessels. By comparing several methods of 

establishing the model of blood vessel wall, a new 

simplified model is finally provided by using the shape 

lines that intercept the cross section of blood vessels at a 

certain distance and then create a curved surface 

according to these cross section lines (J. A. Moore, D. A. 

Steinman and D. W. Holdsworth 1998). 

Synthesizing the obtained achievements, conclusions 

are made as follows. Firstly, in considering the 

constraint effect of brain tissue on vessel walls, the 

current treatments are too rough to simulate the effect. 

Secondly, although the nonlinear properties of brain 

tissue and vessel walls considered as biological soft 

tissue have been studied, there is still no complete 

application in the simulation of this problem. Thirdly, 

the reconstruction method of three-dimensional model 

is still not perfect. In this paper, the obtained CTA files 

are introduced into the medical image software mimics, 

and the real three-dimensional model of the central 

artery wall is established. While the quality of the 

obtained model is too low to be used, we reconstruct the 

model in Geomagic Studio. Then, the around brain 

tissue and blood models are established on the basis of 

the model of vessel walls. In the material model, Ogden 

hyper-elastic model is used to simulate the brain tissue 

property, and Mooney-Rivlin hyper-elastic model is 

used to simulate the vessel wall property. The inlet and 

outlet blood pressure and elastic constraint were applied 

to the three-dimensional model, and the pressure, shear 

stress, and Mises stress fields are obtained. Then the 

calculation and analysis were carried out to simulate 

under the conditions of the strenuous exercise with three 

accelerations.   

 
2.THEORETICAL ANALYSIS 

The average diameter of the blood vessels analyzed is 

about 6mm. The blood is taken as Newton fluid with 

isotropy, incompressibility, constant density and 

changeless dynamic viscosity. The momentum 

equilibrium equations of Newton fluid in three 

dimensional viscous incompressible equations are: 
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Where, ( , , )Tu v wU — velocity of blood flow, P — 

blood pressure,  — blood density,  — blood 

dynamic viscosity. 

The mass conservation equation is: 
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The energy conservation equations are expressed as 

three-dimensional unsteady state N-S equation: 
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Where, Su、Sv、Sw 
are generalized source terms. As for 

the incompressible adiabatic blood, the three parameters 

are set to be zero.

 The initial condition equations are set to be: 
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According to the condition of the analyzed vessel, 

boundary conditions' equations are shown below.  

 

 
1

( ) 0

( 0) 0

50

i

ut

n

oP

r

r

a

r

P

R






 



  



P P

U

U

  (5) 

 

Where, P1 represents the inlet pressure. 

The fluid solid coupling surfaces can relate parameters 

together on the two domains. Equations on the fluid 

solid coupling surfaces are: 
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Where, d — displacement, τ — stress, n — normal 

direction, u — velocity. 

Constitutive equations of material of blood vessels: 9 

parameters Mooney-Rivlin hyper-elastic model. 

 

 

2

10 1 01 2 20 1

2

11 1 2 02 2

3 2

30 2 21 1 2

2 3

12 1 2 03 2

( 3) ( 3) ( 3)

( 3)( 3) ( 3)

( 3) ( 3) ( 3)

( 3)( 3) ( 3)

W a I a I a I

a I I a I

a I a I I

a I I a I

     

    

    

    

  (7) 

 
 2 2 2

1 1 2 3I        (8)  
 

            2 2 2 2 2 2

2 1 2 1 3 2 3I                   (9) 

 

Where, W—strain energy density function, I1 — the 

first strain tensor invariant, I2 — the second strain 

tensor invariant,λ i — tensile principal strain. 

Constitutive equation of brain tissue materials: Ogden 

hyper-elastic model 
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Where, μ0 — initial shear modulus, b — hardening 

parameter. 

Based on Newton second law, we deduce the motion 

equation of vessel walls as: 

 
 s s s a δ   (11) 

 

Where, ρs -vessel density, δs - Cauchy stress tensor, 

as-vessel acceleration. 

 
3.ESTABLISHMENT OF THE FINITE ELEMENT 
MODEL 
 
3.1 Establishment of the Three-dimensional Model 

The obtained CTA data file from the hospital will be 

introduced into the medical modeling software Mimics 

to create a real three-dimensional model of the blood 

vessel, and the central section part of the model is 

extracted for analysis. As the blood model obtained in 

mimics is too rough to analyze, it can not meet the 

requirements of the finite element pre-processing for the 

model. In 3-matic post-processing modular of mimics 

we extract center lines and form an equivalent section 

model. Based on the equivalent section model the 

generated rough model is introduced to Geomagic 

studio for surface reconstruction, repairing, and 

smoothing, and then is transformed into STL file. Based 

on the reconstructed blood model, a vessel wall model 

is established, and the thickness of the vascular wall is 

determined by empirical data 1mm. 

 

3.2 Material Model 

Both the blood vessel wall and the brain tissue belong 

to the category of human soft tissue, and have 

hyper-elastic and visco-elastic properties (Yuanzhen 
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Feng 1984). Ogden hyper-elastic model is used to 

simulate the material properties of brain tissue, and 

Mooney-Rivlin hyper-elastic model is used to simulate 

the properties of vascular wall materials (J. A. Moore, D. 

A. Steinman, D. W. Holdsworth 1998). Based on the 

experimental data from current documents, the fitted 

stress-strain curves of the brain tissue and the blood 

vessel are shown in Figure 1 and 2 (Gerhard A. 

Holzapfel, Ray W. Ogden 2010; Fan Wu 2016; Albert Y. 

Chong, Barry J. Doyle, Shirley Jansen 2017). 

 

 
Figure 1: The Stress-strain Curve Of Brain Tissue 

 

 
Figure 2: The Stress-strain Curve Of Blood Vessel 

 
Because the characteristic scale of the flow field is far 
larger than the cell scale, the blood is taken as Newton 
fluid with isotropy, incompressible, constant density and 
dynamic viscosity. The density of blood is set to be 
1060kg/m

3
 and the dynamic viscosity is set to be 

3.5e~3kg.m/s (Cristian C. Botar 2017; Mathias Baumert,  
Michal Javorka 2013; Christian Vergara, Davide Le Van 
2017). 
 
3.3 Boundary Conditions 
The constrained boundary conditions are as follows: 

Elastic supports are applied to the outer surfaces of the 

brain tissue model to simulate the restraint effect on the 

around part of brain tissue. Fixed constraints are applied 

to the end surfaces of the vessel model to simulate the 

restraint effect exerted by the unconsidered adjacent 

vessels. The models of blood vessels and brain tissue 

are established as a multi-body component and share 

topological to transfer loads. Fluid-solid coupling 

surfaces are established on the inner walls of blood 

vessels. 

 
Figure 3: The Curve Of The Pressure Of Inlet 

 

The load boundary conditions are as follows: In solid 

domain, a standard acceleration of gravity is applied to 

the model. In fluid domain, the pressure in the outlet is 

set to be 50Pa, the curve of the pressure in the inlet is 

shown in figure 3 and an acceleration of gravity is 

applied (Albert Y. Chong, Barry J. Doyle, Shirley 

Jansen 2017). 

 

3.4 Meshing 

Because the models are composed of numbers of spline 

surfaces and their shapes are quite complex, models are 

divided into blocks to be meshed in ICEM. In order to 

improve the calculation precision on vessel walls, 

hexahedron grid dominant elements are used on the 

parts near vessel walls and the elements are refined. 

Inflation layers are set to make the coupling easier. 

Finally, 17829 nodes and 103582 elements are obtained 

in the solid domain and 22232 nodes and 69436 

elements are formed in the fluid domain. 

 

4. MOTIONLESS STATE CALCULATION AND 

RESULTS 

The calculation was made with CFX software. The 

calculation data of the Mises stress and shear stress on 

vessels reach the maximum value at the moment 0.25s 

when the pressure of the blood was at peak, which was 

the key points to be carried out detailed analysis. 

 

4.1 Streamline 

Figure 4 presents the flow state of blood at the moment 

0.25s in a cardiac cycle. It shows that, the blood forms a 

low-speed vortex zone in the arterial sinus, and the 

blood velocity keeps increasing and reaches the 

maximum value at the entrance of the arterial sinus. 

Then one part of the blood enters the vortex zone and 

flow into the left branch vessel with an almost constant 

velocity. While the other part of blood that does not 

flow into the vortex area flows a little slower after 

entering the sinus and then flows into the right branch 

vessel. Its speed increases first and then decreases. The 

inlet and outlet of the sinus are areas where the blood 

flow velocity is larger. 
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Figure 4: Streamlines Of Blood At 0.25s 

 

From the above analysis, it is shown that the arterial 

sinus is a place with complex blood flow, and it is easy 

to cause the problem of large value or complex change 

of stress. Therefore, we extract several points on this 

area to carry out detailed analysis of parameters and 

positions of these points are shown in Figure 5. 

 
Figure 5: The Locations Of The 14 Points 

 

4.2 Wall Pressure 

Low wall pressure can lead blood flow lacking of power 

to cause histanoxia and atherosclerosis, and too high 

wall pressure can destroy the structure of blood cells 

and the lipid in the cells will deposit and form 

atherosclerosis. 

 

 
（a）Pressures On Vessel Walls At 0.25s 

 

 
（b）Pressure Curves Of The Extracted Points 

Figure 6: Pressures On Vessel Walls 

 

From figure 6(a), we can see that the maximum pressure 

on vessel walls reaches 1220Pa in a cardiac cycle, and 

the maximum pressure appeares in the arterial sinus and 

the inlet of the left branch vessel. The general rule of 

the pressure distribution is that the pressure level on the 

wall of the main vessel is generally higher than that of 

the branch vessels, the pressures on the outer lateral of 

two branch vessels are higher than those on the inner 

lateral, and the wall pressure in the sunken part of the 

vessel conjunction suddenly decreases. The reason of 

the phenomenon is that there is not much energy loss in 

the main blood vessel and the flow velocity is relatively 

large, so the pressure on the main vessel is high. And 

the pressure on the arterial sinus is high because of the 

accumulation of blood in the vortex region. 

Figure 6(b) presents the time-variation curves of 

pressure on the extracted points. From the obtained 

curves, we can see that variation trends of all curves are 

in accordance with the trend of pressure placed on the 

inlet. While among the points, three of them vary with a 

little difference. Observing the figure 6(b), we can find 

that the three points are placed on parts close to the 

arterial sinus and caved in. So the difference may be 

caused by the consumption of blood flow energy by 

vortex and the shape change of vessels.  

 

4.3Wall Mises Stress 

The vessel wall as a kind of biological soft tissue 

belongs to the elastic-plastic material, so the fourth 

strength theory is used to judge whether the material is 

valid. So the Mises stress is extracted and its equation is 

shown as follows. 
 

 
2 2 2

1 2 2 3 3 1

1
(( ) ( ) ( ) )

2
Mises             (12) 
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（a）Mises Stresses On Vessel Walls At 0.25s 

 

 
（b）Mises Stress Curves Of The Extracted Key Points 

Figure 7: Mises Stresses On Vessel Walls 

 

As shown in figure 7(a), the maximum value of Mises 

stress on vessel walls in a cardiac cycle is 3839Pa, and 

the maximum stress appears on the arterial sinus and the 

inlet part of the left branch vessel. The overall stress 

distribution trend is that the stress near the arterial sinus 

reaches the maximum, the stress level of each vessel in 

the high part is higher than that in the low part in the 

vertical direction, and the overall stress level of the 

main vessel is higher than that of the branch vessel, and 

the stress change is relatively gentle in general. The 

reasons are as follows. The blood accumulation in the 

vortex area is the main cause of the high stress level 

near the arterial sinus. The gravity acceleration causes 

the stress different in the vertical direction, and the 

blood flow velocity affects the overall level of the main 

vascular and branch vascular stress to a certain extent. 

As shown in figure 7(b), we can see that the variation 

trend of the Mises stress on each point is basically the 

same as the pressure applied on the inlet vessel. Stress 

curves of points on sunken places near the arterial sinus 

vary a little different. It’s peak slightly advance and the 

curve changes slowly after the peak. The reason should 

be accordance with the previous pressure curve, and is 

still caused by vortex and wall shape changes. 

 

4.4Wall Shear Stress 

It is found that when the wall shear stresses are high, 

and it can cause intima damage to form thrombus. 

While low shear stresses or excessive shear stress shake 

and gradient may cause thickening the intima to form 

atherosclerotic plaque. 

 

 
（a）Shear Stresses On Vessel Walls At 0.25s 

 
（b）Shear Stress Curves Of The Extracted Key Points 

Figure 8: Shear Stresses On Vessel Walls 

 

According to the figure 8(a), we can see the maximum 

value of shear stress reaches 25.54Pa in a cardiac cycle 

and the high values appear on the sunken parts of vessel 

intersections. The general rule of its distribution is that 

the value of shear stress is higher in the sunken parts of 

the vessels’ intersection, the value of the shear stress is 

smaller in the wider parts of the blood vessels, and the 

value of the shear stress varies greatly in the complex 

part of the blood vessels. So the shape of blood vessels 

is the main factor affecting the numerical value of wall 

shear stress. The reason may be as follows. The flow 

field is less homogeneous and the blood flow velocity is 

faster on the sunken narrow places which leads to 

turbulent shear stress higher than that of other areas. 

While the velocity of blood flow is slow in the wide 

part of the blood vessel, especially in the low-speed 

vortex area. So shear stresses on these places are low. 

From figure 8(b), we can see that the variation trend of 

shear stress on each key point is roughly the same as 

that of the pressure on the inlet, the peaks of shear stress 

curves on the arterial sinus are slightly forward 

comparing with the pressure curve on the inlet and after 

peaks curves change slowly. This phenomenon may be 

caused by the consumption of blood flow energy by 

vortex. 
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Strenuous exercise or acceleration movement is likely 

to cause the stress variation of human vessels. The 

simulates for three jumping states under the vertical 

upward accelerations 5m/s
2
, 10m/s

2
 and 15m/s

2
. The 

simulation results show that the vortex in the arterial 

sinus gradually weaken with the increase of the 

acceleration, and distributions of wall pressure, wall 

Mises stress and wall shear stress during exercise state 

are basically the same as the static state. Only the high 

value area expanded slightly and the value of 

parameters change greatly. Data of variations are also 

basically the same as the stationary state, and are similar 

to the pressure curve applied at the inlet. It can be seen 

that the pressure exerted on the inlet has a great effect 

on the distribution and variation of parameters. As the 

parameters vary greatly under different conditions, the 

results of each state analysis are listed in Table 1. 

With the increase of the acceleration value, the 

maximum value of four parameters basically increases. 

An 5m/s
2
 acceleration increase is lead to about 0.24m/s 

maximum flow velocity increase, 380Pa maximum   

pressure increase, 1500Pa maximum Mises stress 

increase and 5Pa maximum shear stress increase. The 

acceleration is an important factor affecting the 

numerical value of each parameter. Mises stress 

increases a little faster in the later stage. This may be 

caused by the nonlinearity of vascular wall materials. 

 
Table 1: Maximum Values Of Four Parameters 

state parameter maximum value 

stationary 

state 

blood flow velocity 1.357m/s 

wall pressure 1220Pa 

wall Mises stress 3839Pa 

wall shear stress 25.54Pa 

vertical 

upward 

5m/s
2
 

blood flow velocity 1.588m/s 

wall pressure 1622Pa 

wall Mises stress 5716Pa 

wall shear stress 29.85Pa 

vertical 

upward 

10m/s
2
 

blood flow velocity 1.848m/s 

wall pressure 2001Pa 

wall Mises stress 7138Pa 

wall shear stress 34.36Pa 

vertical 

upward 

15m/s
2
 

blood flow velocity 2.160m/s 

wall pressure 2378Pa 

wall Mises stress 8831Pa 

wall shear stress 38.88Pa 

 
5.CONCLUSIONS 

(1) The calculation results shows that a low velocity 

vortex region is formed in the sinus of the artery, and 

the vortex phenomenon is getting weaker with the 

increase of the acceleration value. The blood velocity 

keeps increasing and reaches the maximum value at the 

entrance of the arterial sinus. Then one part of the blood 

enters the vortex zone and flows into the left branch 

vessel with an almost constant velocity. While the other 

part of blood flows a little slower after entering the 

sinus and then flows into the right branch vessel. Its 

speed increases first and then decreases.  

(2) The arterial sinus is the place where the Mises stress 

of vessel wall reaches the maximum. The wall pressure 

decreases sharply in the sunken area on the vessel 

intersection while the wall shear stress increases sharply. 

The overall level of wall pressure and Mises stress on 

the main vessel are greater than that on branch vessels. 

The structure shape of blood vessel is the main factor 

affecting the wall shear stress and Mises stress. 

(3) With the increase of the exercise acceleration, the 

maximum of wall shear stress and Mises stress of the 

vessel wall shows an approximate linear growth. A 

5m/s
2
 acceleration increase is lead to about 0.24m/s 

maximum flow velocity increase, 380Pa maximum  

pressure increase, 1500Pa maximum Mises stress 

increase and 5Pa maximum shear stress increase.  
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RESULTS
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ABSTRACT 
The aim of this paper is to propose a decision-

making methodology that enables the analysis and 

evaluation of sustainability at the corporate level. The 

proposed methodology grounds on two tools, namely 

the technique for order preference by similarity to ideal 

solution (TOPSIS) approach and fuzzy logic. The 

integration of these tools offers an effective way to deal 

with two typical issues of sustainability assessment, i.e.: 

1) the fact that the company’s performance should be 

frequently evaluated against qualitative key 

performance indicators; and 2) the fact that to be 

meaningful, the company’s sustainability performance 

needs to be compared to a reference value, e.g. a 

threshold or benchmark, to evaluating how the company 

is distant from a target.  

The proposed approach has been applied to a real 

firm, operating in the food machinery industry, for 

testing purpose. The main pros and cons of the approach 

are described. 

 

Keywords: sustainability assessment, fuzzy logic, 

TOPSIS, triple bottom line approach. 

 

1. INTRODUCTION 
 

1.1. Background 
The term “sustainability” is derived from the Latin verb 

sustinere, composed of tenere (“to hold”), and sub 

(“up”). This term has been used since 1980s referring to 

human sustainability and has resulted in the most 

widely quoted definition of sustainable development, 

i.e. “the development that meets the needs of the present 

generations, without compromising the ability of the 

future generations to meet their own needs”, according 

to the World Commission on Environment and 

Development (1987).  

It is nowadays acknowledged that sustainability should 

embrace three main perspectives, i.e. the economic, 

environmental and social ones (Harris & Kennedy, 

1999; Goldman & Gorham, 2006; Colla et al. 2008; 

Dyllick & Hockerts, 2002), in line with the triple 

bottom line (TBL) approach. TBL, originally 

introduced by Elkington (1997), provides a framework 

for measuring the performance of the business and the 

success of the organization using the economic, social, 

and environmental lines (Goel, 2010). In essence, TBL 

expresses the expansion of the environmental agenda in 

a way that integrates the economic and social lines 

(Elkington, 1997). Despite the three-dimensional nature 

of the TBL, scientific literature often focused on only 

one aspect of sustainability. For example, Yan, Chen, & 

Chang, (2009) studied the environmental perspective, 

while Bibri (2008) evaluated the social one only. Few 

studies refer to all three perspectives of sustainability 

(e.g. Marcus & Fremeth, 2009). 

 

1.2. Sustainability evaluation 
Several authors pointed out the importance of 

measuring the company’s performance in terms of 

sustainability (Seuring & Gold, 2013). The purpose of 

sustainability assessment is to provide the decision-

makers (DMs) with an evaluation of a system’s global 

(or local) perspectives, to assist them to determine 

which actions to undertake in an attempt to make the 

system more sustainable (Kates et al., 2001). Searcy 

(2016) highlighted that sustainability performance 

measurement requires a systematic, structured and 

integrated approach that considers all facets of the 

problem. However, it is also known in literature that 

there are some challenges related to the evaluation of 

sustainability. First, identifying all the key aspects of 

sustainability is not trivial (Bossel, 1999). Second, even 

if all of the relevant aspects have been considered in the 

evaluation, it is often difficult to measure all them in a 

meaningful way (Singh et al., 2009). This is often the 

case for the social sustainability perspective, which still 

lacks specific and quantitative indexes (Colla et al., 

2008). Sometimes, more metrics are available for a 

similar performance; hence, a further issue is that 

different companies might decide to use different 

indexes to measure the same performance (Hervani et 

al., 2009), making the comparison between companies 

ineffective. This happens because the relevance of each 

index could depend on the specific company evaluated 

or on the market segment where this company operates. 

Third, to derive an overall evaluation of the system’s 

sustainability, the performance obtained against each 

index need to be aggregated into a composite score. As 

a matter of fact, although the combination of more 

metrics in a composite index involves losses of 

information, composite indicators are increasingly 
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adopted in the context of sustainable development, as 

they allow for the simultaneous evaluation of multiple 

aspects, which can then be summarized into a single 

comparable index (Singh et al., 2009). However, the 

aggregation can be difficult if different measurement 

units are used when evaluating different indicators, 

which is typical in the context of sustainability because 

of the evaluation of different perspectives. Furthermore, 

some indicators may have a qualitative/subjective 

nature, while other ones can be measured in quantitative 

terms (Singh et al., 2009). Finally, to be meaningful, 

indicators often need to be compared to a reference 

value, e.g. a threshold or benchmark, because of the 

need for assessing how a company is distant from a 

target (Lancker et al., 2000; Sadler, 1999; Pope et al., 

2004). Indeed, the absolute numerical value of a key 

performance indicator (KPI) can obviously change 

depending on the company examined or the industry 

field, and therefore, it tells very little about the 

sustainability level of a company (Ugwu & Haupt, 

2007). This is, for instance, the case for the company’s 

turnover: a turnover of, e.g., 1,000,000 €/year can be 

judged as high in a specific market and low in a 

different one, with a different impact on the economic 

sustainability. 

 

1.3. Contribution of the paper 
In the attempt to solve some of the issues described 

above, this paper proposes an evaluation model for 

sustainability, grounded on the technique for order 

preference by similarities to ideal solution (TOPSIS) 

(Chen & Hwang, 1992). TOPSIS is based on the logical 

consideration that the most suitable result of a problem 

should be as closest as possible to the Positive Ideal 

Solution (PIS) and as far as possible from the Negative 

Ideal Solution (NIS). The corresponding computational 

procedure is therefore effective in evaluating how far 

the sustainability performance of a company is from the 

ideal situation of a fully sustainable company and to the 

negative situation of a poorly sustainable company. 

This automatically determines a benchmark for the 

assessment and solves one of the issues related to the 

evaluation of sustainability. In the proposed approach, 

TOPSIS is also integrated with fuzzy logic, with the 

purpose of overcoming the issue of subjectivity in the 

evaluation of corporate sustainability and the difficulty 

of providing a quantitative assessment to some of the 

sustainability KPIs. The use of fuzzy logic for the 

assessment of sustainability was originally suggested by 

Phillis and Andriantiatsaholiniaina (2001) and 

Andriantiatsaholiniaina et al. (2004), although not at the 

company’s level. Examples of the evaluation of the 

company’s sustainability through fuzzy logic can be 

found in Böhringer & Jochem (2007), Kouikoglou & 

Phillis, (2011), Philips & Davis (2009), Bottani et al. 

(2017). 

 

1.4. Organization of the paper 
The remainder of the paper is organized as follows. 

Section 2 details the methodologies used in this paper, 

including fuzzy logic, TOPSIS and the definition of the 

KPIs used for sustainability assessment. Section 3 

describes the application of the approach to a sample 

company, taken as a case study for testing purpose. 

Section 4 concludes by indicating the main pros/cons of 

the proposed approach, the implications and limitations 

of the tool and identifying future research activities.  

 

2. MATERIAL AND METHODS 
This section introduces some fundamentals of fuzzy sets 

theory (Zadeh, 1965) and operations of fuzzy numbers 

are introduced, as well as the basic of the TOPSIS 

approach (Chen and Hwang, 1992; Hwang and Yoon, 

1981).  

 

2.1. Fuzzy logic 
A fuzzy set A in the universe of discourse X is 

characterised by a membership function A(X) ranging 

in the interval [0,1], which measures the grade of 

membership of a generic element xX to the fuzzy set 

A. The closer the membership value to 1, the higher the 

grade of membership of x to A. 

In a crisp approach, an element x either belongs to or 

does not belong to a generic crisp set A, and thus a 

sharp distinction exists between members and non-

members of this set. Conversely, in a fuzzy approach, 

the definition of a membership function implies that the 

distinction between members and non-members is not 

so clear-cut. In other words, the same element x may 

belong to distinct fuzzy sets  and , with different 

degrees of membership. Yet, this type of reasoning is 

typical of human beings, who do not fix sharp borders 

between members and non-members of sets. 

Two important additional concepts in fuzzy reasoning 

are convexity and normality. 

A fuzzy set A is defined as convex if and only if: 

 

 
 

A fuzzy set A is defined as normal if and only if  

 
 

A fuzzy number  is defined as a fuzzy subset in the 

universe of discourse  that is both normal and convex, 

and whose membership function is continuous. A 

triangular fuzzy number  is defined by a triplet of 

values , which denote its lower, modal and 

upper value. Tts membership function should satisfy the 

following set of formulae: 

 

 
 

Operations with triangular numbers were firstly 

introduced by Zadeh, (1965); however, an exhaustive 

review of properties when operating with fuzzy 

Proc. of the Int. Workshop on Simulation for Energy, Sustainable Development & Environment, 2018 
ISBN 978-88-85741-16-4; Bruzzone, Janosy, Nicoletti and Zacharewicz Eds.                                      

48



numbers can be found in Zimmermann, (1991). For the 

sake of clarity, some of the fundamentals are: 

 

 

 

 

 

 
 

where , and , are 

triangular fuzzy numbers with lower, modal and upper 

values equal to  respectively. 

Finally, the distance  between two triangular 

fuzzy numbers , and , 

can be calculated as follows: 

 
 

It can be seen that  is a crisp, real positive 

number.  

The definition given implies that  approaches  when 

, while  if and only if . 

Moreover, given three fuzzy numbers , 

 and ,  is closer to  

than the other fuzzy number  if and only if 

. 

 

2.2. Fuzzy TOPSIS 
The TOPSIS method is a linear weighting technique 

which was first proposed in its crisp version by Chen 

and Hwang (1992), with reference to Hwang and Yoon 

(1981). Since then, this method has been widely 

adopted to solve multi-criteria decision making 

(MCDM) problems in many different fields. Its general 

extension for group decision making problems under 

fuzzy environment was elaborated by Chen (2000). 

TOPSIS has some important characteristics which have 

led to its choice as a suitable tool for sustainability 

assessment. First, TOPSIS is the unique MCDM 

method that approaches the evaluation issue on the basis 

of the logical consideration that the most suitable 

solution should be the closest to the PIS and the farthest 

from the NIS. The distances may be either summed up 

in the Euclidean sense or pondered, hence prioritizing 

one of the two distances. In the specific case of 

sustainability evaluation, the computational procedure is 

effective in evaluating how far the sustainability 

performance reached by a company is from the ideal 

situation of a fully sustainable company or to the 

negative situation of a poorly sustainable company. 

This automatically determines a benchmark for the 

assessment and therefore solves one of the typical issues 

of sustainability assessment.  

Second, the method is intuitive, easy to understand and 

to implement. All these issues are of fundamental 

importance for a direct field implementation of the any 

evaluation methodology. Moreover, it allows the 

straight linguistic definition of weights and ratings 

under each criterion, without the need of pairwise 

comparisons and the risk of inconsistencies. 

On the other hand, TOPSIS requires the evaluation 

criteria to be monotonic. A criterion is monotonic if and 

only if an alternative which scores more (less) versus a 

criterion is preferable to the one which scores less 

(more). Monotonic criteria could be classified either as 

benefits (B) or costs (C): a criterion can be classified as 

a benefit if the more desirable the candidate, the higher 

its score versus this criterion. On the contrary, cost 

criteria see the most desirable candidate scoring at the 

lowest.  

The application of the TOPSIS approach follows the 

steps listed below. 

 

Step 1. The first step consists in pooling the 

performance judgements and the weights given by  

DMs ( . The following equations can be 

applied to obtain the aggregate fuzzy decision matrix 

 and the aggregate fuzzy weight vector 

 

 

 
  (1) 

 

Step 2. Once weights and performance have been 

pooled, the aggregate fuzzy decision matrix  is then 

normalized and the fuzzy normalized decision matrix 

 is obtained. 

nmjmmm

nijiii

nj

nj

rrrA

rrrA

rrrA

CCC

R

,,1,

,,1,

,1,11,11

1

=

  (2) 

The aim of normalization is twofold: on the one hand, 

normalization is necessary to compare heterogeneous 

criteria, on the other, normalization ensures that 

triangular fuzzy numbers all range within the interval 

[0,1]. 

In the normalization process, different equations have to 

be applied to benefit criteria and to cost criteria. The 

following formulae are used respectively: 

 

 

 
where 

 
    (3) 
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Step 3. The third step requires the fuzzy normalized 

decision matrix  to be weighted. A fuzzy weighted 

normalized decision matrix  is obtained 
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 (4) 

where . In this 

matrix, each element  is a fuzzy normalized number 

which ranges within the interval [0,1]. 

 

Step 4. The fourth step is aimed at determining the 

fuzzy positive ideal solution  and the fuzzy negative 

ideal solution . The following equations are used: 

 

 
Where 

 

    (5) 

 

Step 5. The -dimensional separation distances of each 

alternative  to the fuzzy PIS  

and to the fuzzy NIS  are computed: 

 
 

 
        (6) 

 

Step 6. Finally, for each alternative , a closeness 

index  is computed as follows: 

     (7) 

 scores 0 if and only if , i.e. ; in 

the same way,  scores 1 when , i.e. that is 

. In a MCDM problem, whose goal is to 

identify the best alternative , this latter is the 

one whose  is closest to 1.  

 

2.3. Sustainability KPIs 
No matter the computational procedure used, evaluating 

the sustainability level of a company requires the 

following preliminary steps: 

Step 1. Choice of the appropriate key performance 

indicators (KPIs). 

Step 2. Identification of an appropriate measure for each 

KPI 

Step 3. Identification of a benchmark (if required) for 

the evaluation of the company’s performance 

The identification of KPIs for the evaluation of 

sustainability is not straightforward. Hassini et al. 

(2012) reviewed the available literature on sustainability 

assessment, to derive appropriate indices for measuring 

the performance of each business process, providing a 

quantitative assessment of sustainability in a real 

context. Ahi and Searcy (2015) have carried out a 

detailed review of 445 articles, with the aim of 

identifying the main indices for sustainability 

assessment, according to its 3 perspectives. They 

identified 2555 unique metrics, most of which appeared 

only once in the literature, thus demonstrating that there 

is no consensus about indexes for sustainability 

assessment. Tajbakhsh and Hassini (2015) proposed a 

data envelopment analysis (DEA) to assess the 

sustainability of supply chain operations, related to 

economic, social and environmental perspectives. In 

general terms, from an economic point of view 

researchers have focused mainly on the total supply 

chain cost, while from an environmental point of view, 

the typical approach is to use appropriate methodologies 

that evaluate the environmental impact of a company or 

product. The social perspective, on the other hand, is the 

youngest in the context of sustainability and there is a 

lack of specific indicators for its assessment. Identifying 

the benchmark is not trivial too. In sustainability 

assessment, benchmarks are required to rate the total 

cost or environmental impact of a company compared to 

a target value.  

For the purpose of this study, the list of suitable KPIs 

for sustainability assessment was adapted from Bottani 

et al. (2017), who also proposed a set of possible 

benchmark values for these KPIs.  

 

3. MODEL APPLICATION 
 

3.1. The context 
The application of the TOPSIS approach was carried 

out in a real company, referred to as Company A for the 

sake of confidentiality. The company is an Italian 

manufacturer of plants for the food industry and exports 

its products to more than 147 countries. The company 

operates on an engineer-to-order (ETO) basis: any new 

product starts with the design of the plant and includes 

assembly, installation, civil works, test of the equipment 

at the customer’s site and staff training. In Italy, 

Company A is leader in its market segment while, on a 

global basis, it ranks second among the top producers of 

milling plants. 

 

3.2. Implementation and results 
The list of KPIs elaborated by Bottani et al. (2017) was 

screened to evaluate the suitability of each KPI to 

evaluate sustainability in the targeted company. Then, 

the chosen KPIs were reorganized following into the 

three sustainability perspectives, i.e. economic, 

environmental and social, and identifying the cost (C) 
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and benefit (B) indexes. Overall, 37 KPIs were used in 

the evaluation ( ), including 7 costs and 30 

benefits. The full list of KPIs, their description and the 

related benchmark is provided in Appendix. 

The scores of Company A against each KPIs were 

derived during an interview with company’s managers 

operating in different business units. The numerical 

values of these KPIs are not reported in this paper, as 

many data are economic and therefore subject to 

confidentiality.  

The scores were translated into linguistic judgements 

according to a 5-point scale, from very low – VL to 

very high – VH. Four DMs were involved in the 

evaluation ( ). Triangular fuzzy numbers were 

used to express the judgement, using the scale proposed 

below: 

VL: (0; 0.1; 0.25) 

L: (0.1; 0.25; 0.4) 

M: (0.4; 0.5; 0.6) 

H: (0.6; 0.75; 0.9) 

VH: (0.75; 0.9; 1). 

The same scale was used to express the relative 

importance of each KPI.  and  were then obtained 

applying eq.1. 

The  values were normalized following the 

computational procedure described in eq.3 and 

distinguishing among cost and benefit indexes, thus 

obtaining the  values. Then, the  values were 

computed by multiplying the  values and the weight 

of each KPI, as expressed in eq.4.  

The positive  and negative  ideal solutions were 

easily defined for each KPI on the basis of eq.5. to be 

more precise, for the KPIs that do not require a 

benchmark (e.g. delivery flexibility or product 

customization), the PIS is obviously determined as 

100% (1,1,1 in terms of fuzzy numbers) while the 

negative ideal solution is 0% (0,0,0 in terms of fuzzy 

numbers). For those KPIs for which an absolute 

benchmark does not exist (e.g., sales growth), the best 

competitor (Company B) is used as the benchmark. 

Under this circumstance, the performance of the best 

competitor was also retrieved. The AIDA database was 

used to derive the most recent economic figures of 

Company B. For social or environmental KPIs, the 

performance of Company B was derived from direct 

contacts with the company. Again, the performance 

values of Company B are not reported in this paper, for 

confidentiality. The PIS and NIS are determined by 

comparing the score of Company A and of its best 

competitor. For those KPIs for which an official 

benchmark exists, this latter is taken as the PIS.  

Using eq.6, the distance between Company A and the 

positive and negative ideal solutions was determined. 

Finally, eq.7 was applied to derive the , which 

summarizes the distance between the sustainability 

performance of Company A and that of the 

positive/negative ideal solutions. To be more effective, 

the computation was made separately for the economic, 

environmental and social perspectives, so as to 

highlight the performance of Company A against the 

three sustainability pillars. 

The results in table 1 were obtained. 

 

Table 1: results of TOPSIS implementation 

Perspective    
Economic 6.004 11.516 0.657 

Environmental 1.476 3.039 0.673 

Social 3.985 7.375 0.649 

Total 11.465 21.930 0.657 

 

3.3. Discussion 
The results proposed above show that Company A has 

achieved a good level of sustainability. Indeed, its 

distance from the PIS is always lower than the distance 

from the NIS.  

The closeness index is similar across the three 

perspectives, although it is slightly higher for the 

environmental perspective (67.3%) and lower for the 

social one (64.9%). This result suggests that, to improve 

its sustainability level, Company A should primarily 

enhance its performance against the social KPIS; more 

precisely, Company A should look at those KPIs for 

which the distance from the PIS is higher, should be 

improved. These KPIs are: work schedule 

( ) and amount of local suppliers 

( ). Improvements in this KPIs should be 

privileged for implementation.  

 

4. CONCLUSIONS 
This paper has proposed a fuzzy TOPSIS model for 

evaluating the corporate sustainability according to the 

TBL approach. The use of fuzzy logic for sustainability 

evaluation is not new and has been proposed by 

researchers to overcome the issue of assessing the 

company’s performance against qualitative 

sustainability KPIs. Conversely, the use of TOPSIS in 

the context of sustainability is original and is 

particularly useful to handle with the issue of comparing 

the company’s performance with a benchmark. This is a 

crucial point for sustainability evaluation because, to be 

meaningful, the performance of a company needs to be 

compared to a reference value, e.g. a threshold or 

benchmark, to assess how the company is distant from a 

target. Conversely, absolute performance values are 

often meaningless as they can significantly vary 

depending on the context or other variables (e.g. the 

company’s size) and therefore tell very little about the 

sustainability level of the company. The structure of 

TOPSIS, which is grounded on the identification of a 

positive ideal solution and a negative ideal solution, 

automatically offers a suitable benchmark to evaluated 

the sustainability performance of a company. 

The proposed approach has been tested on a real firm, 

operating in the food machinery industry. The 

application has shown that the proposed approach has 

some strong points but also some limitations. These 

latter mainly refer to the need for preliminary 

identifying the meaningful KPIs and their measurement 
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unit, and the need for a wide amount of data e.g. 

(company’s performance, benchmark…), which are 

required for the application of the proposed approach. 

These issues are actually the typical concerns to be 

faced when trying to evaluate the sustainability level of 

a company. On the contrary, an interesting strong point 

is that the proposed approach allows the computation of 

a normalized synthesis index (i.e. the closeness index), 

which summarizes the sustainability level reached by a 

company. At the same time, the closeness index can 

also be computed separately for the economic, 

environmental and social perspectives, which is 

important to prioritize interventions for improving the 

sustainability level of the company.  

Starting from this paper, future research activities 

should be directed towards the creation of an intelligent 

tool, for instance in Microsoft Excel, that allows 

automating the computational procedure proposed in 

this paper, so as to facilitate the practical application of 

the model developed. Moreover, the results returned by 

the proposed approach could be compared with other 

approaches available in literature (e.g. Bottani et al. 

2017), for a better evaluation of the potential of the 

proposed approach. 
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APPENDIX 
Table A1: details of KPIs, benchmark, performance and weights for TOPSIS implementation. 

KPI Definition Benchmark type Type of KPI Perspective 
  

Benchmark 
  

Delivery flexibility Ratio between the number of times the request to change the date for 

delivery is satisfied and the total requests 

the higher the better benefit economic VH H VH 0.320 0.721 

Customization Ratio between the number of times the request of personalization is 

satisfied and the total requests 

the higher the better benefit economic H L VH 0.549 0.365 

Warehouse 
turnover rate 

Number of times per months where the items rotates, i.e. they are 

replaced in the warehouse. The higher the number of rotations, the higher 

the capacity of the company to recover the financial resources invested in 
the production of the good 

best competitor benefit economic H H VH 0.370 0.647 

Rate of multiple 
sourcing 

Percentage of supplies for which a multiple-sourcing strategy is adopted. 

This KPI evaluates the risk of a supplier's failure: the higher is the 
number of different suppliers, the lower is the risk of supplier's failure 

the higher the better benefit economic VH M VH 0.362 0.545 

Sale growth The increase in the company’s sale compared to the previous year  best competitor benefit economic VH VH VL 0.275 0.811 

Market share The share of the company’s sales compared to the total market’s sales best competitor benefit economic VH H M 0.320 0.721 

ROI A financial performance referred to the company’s balance sheet, 

computed as the ratio between the net income and the amount of capital 
invested 

best competitor benefit economic H H H 0.370 0.647 

Cost of 
sales/Turnover 

Ratio between the total cost of the items manufactured and sold (from 

the company’s balance sheet) and the company's turnover 

best competitor cost economic VL H H 0.000 0.577 

Inventories/Turno
ver 

Ratio between the economic value of the amount of stocks (from the 
company’s balance sheet) and the company's turnover 

best competitor benefit economic H M VH 0.412 0.496 

Net profit A measure of the company’s profitability and is taken from the 

company’s balance sheet  

best competitor benefit economic H H VH 0.370 0.647 

Fill rate The number of units filled as a percentage of the total ordered  best competitor benefit economic VL L VH 0.592 0.183 

Unitary labour 
cost 

Average cost of a standard employee best competitor cost economic VL M M 0.000 0.577 

ROE The amount of net income returned as a percentage of shareholders' 

equity. 

best competitor benefit economic H H M 0.370 0.647 

Net working 
capital 

The aggregate amount of all current assets and current liabilities best competitor benefit economic H H VH 0.370 0.647 

ROS The percentage of total revenue that is converted into operating profits best competitor benefit economic VH H VH 0.320 0.721 

Production cost The costs incurred by a business when manufacturing a good or 
providing a service 

best competitor cost economic VL M L 0.000 0.577 

Asset value The value of an entity's assets minus the value of its liabilities best competitor benefit economic VH H VH 0.320 0.721 

Total cash and 
cash equivalents 

The most liquid current assets found on a business's balance sheet. best competitor benefit economic M VH M 0.362 0.545 

Net equity The difference between the fair market value of business assets and its 

liabilities. 

best competitor benefit economic VH H M 0.320 0.721 

Carbon footprint Amount of greenhouse gas emission of the products manufactured by the 

company 

official benchmark: EPD 

certification of food 
machines (e.g. Fraunhofer 

Institute for Reliability and 

Microintegration, 2012). 

cost environmental VL M H 0.000 0.577 

Eco-design Percentage of products realized applying environmentally sustainable 

design concepts 

the higher the better benefit environmental M L VH 0.556 0.293 

Packaging 
recycling rate 

Percentage of packaging material recycled the higher the better benefit environmental VH H VH 0.320 0.721 

Packaging non- Percentage of packaging material disposed in landfill the higher the better cost environmental VH H VH 0.000 0.577 
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recycling rate 
Unitary emissions 
for transport 

Unitary emissions associated to the transport activities best competitor cost environmental M H H 0.000 0.577 

Investments in 
R&D for 
environment 

Amount of capital invested in R&D for environmental efficiency best competitor benefit environmental VH VL L 0.599 0.293 

Number of 
employees 

Percentage of full-time workers out of the total amount of employees best competitor benefit social VH H M 0.320 0.721 

Profit per 
employee 

Ratio between the amount of sales and the cost of the employees best competitor benefit social H H VH 0.370 0.647 

Work injury Ratio between the number of days in which work injuries occurred and 

the total number of working days  

official benchmark: 

standardised accident rates 

of Europe (Health and 

Safety Executive, 2016). 

cost social VL M M 0.000 0.577 

Employment 
gender ratio 

Percentage of female workers respect to the male workers  official benchmark: average 
percentage of women at 

work in Italy (CSR Manager 

Network Italia & Istat, 2013) 

benefit social VH H H 0.320 0.721 

Work schedule Average number of hours worked per week by an employee  official benchmark: 
collective labour agreement 

for the mechanical industry 

(Associazioni Sindacali, 
2016) 

benefit social M M M 0.458 0.386 

Salary Average annual cost per employee official benchmark: 

collective labour agreement 
for the mechanical industry 

(Associazioni Sindacali, 

2016) 

benefit social VH M M 0.362 0.545 

Safety training Percentage of workers who attend training courses on safety and 
emergency procedures 

the higher the better benefit social VH H H 0.320 0.721 

Full-time workers Percentage of full-time workers out of the total amount of employees official benchmark: average 

percentage of full-time 
workers in Italy (Istat, 2014) 

benefit social H H VH 0.370 0.647 

Temporal working 
continuity  

Ratio between the number of new hired workers and of layoffs in one 

working year  

best competitor benefit social VH M H 0.362 0.545 

Local suppliers Ratio between the number of local suppliers and the total number of 

suppliers 

best competitor benefit social H M H 0.412 0.496 

Local workers Ratio between the number of local workers and the total number of 

employees 

best competitor benefit social VH H VH 0.320 0.721 

Sustainable 
suppliers 

Percentage of suppliers that are evaluated and selected taking into 
account their orientation towards sustainability 

best competitor benefit social H H M 0.370 0.647 
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ABSTRACT 
This work presents a simulated study of the energy 

management of an energy system connected to the grid 

with photovoltaic generation and battery storage. The 

work proposes a energy management system based on 

fuzzy logic. It is intended to be used in the hotel industry. 

The objective of the proposed controller is to maximise 

the renewable power source but including also economic 

criteria in the management. The proposal was 

implemented in simulation considering a 5,1kW peak 

photovoltaic installation and a set of batteries with a 

capacity of 384Ah. First results obtained show that the 

system achieves the specifications proposed. Thus, the 

study evidences the potential of the proposed control 

algorithm and demonstrate the suitability of the use of 

intelligent techniques for the energy management in 

hotels.  

 

Keywords: fuzzy logic, simulation, energy 

management, renewable energy 

 

1. INTRODUCTION 
The complexity of the services and resources in the hotel 

industry makes necessary the use of specific tools for the 

energy management. This type of tools apart from 

achieving the objective of improving the profitability of 

the whole installation, allows to increase its 

environmental sustainability.  

The introduction of renewable energy requires advanced 

control systems to efficiently integrate these resources in 

the system. Thus, Energy Management Systems (EMS) 

arise to monitor , control and optimise the energy 

generation, transmission, distribution and microgrid 

management. accomplish this task.  

For grid connected systems EMS are also responsible for 

controlling the power flow from and to the grid (to 

improve the energy self-comsumption), monitoring the 

network, peak shaving and economic management 

(Olatomiwa, Mekhilef, Ismail, & Moghavvemi 2016). 

Many of the existing EMS use optimization techniques 

based on linear programming (Comodi, Renzi, 

Cioccolanti, Caresana, & Pelagalli 2015). Other methods 

are based on predictive control (Serale, Fiorentini, 

Capozzoli, Bernardini, & Bemporad, 2018). Due to the 

complexity of the problema, strategies based on 

intelligent techniques (Real-Calvo et al. 2017) have been 

also proposed. Among them, fuzzy logic techniques have 

proven to be adequate for these applications (Mohamed 

& Mohammed 2013; Ruban, Rajasekaran, Pasupathi, & 

Rajeswari 2016). 

For the hotel industry, there are also specific tools for 

energy analysis and management as proposed in (Cabello 

Eras et al., 2016). In this work, a discussion about the 

indicators for prediction and control of the hotel energy 

consumption. A new proposal for an indicator is also 

presented to efficiently detect anomalies in the energy 

management. In (Mardani et al. 2016) a new decision 

making taking tool based on fuzzy logic is presented. Its 

aim is the evaluation of energy saving technologies in 

luxury hotels. These examples highlight the importance 

of advanced control algorithms to improve energy 

savings and efficiency in hotels. 

 

This work intends to take a first step in the 

development of an integral energy management system 

in hotels. The framework in which this study is presented 

refers to energy management in hotels considering a grid-

connected system, a photovoltaic generation (PV) plant 

and a battery energy storage system. The study will focus 

on the development of an intelligent system that allows 

to manage the flow of power in the system and properly 

manage the storage resource in batteries to optimize the 

operation of the system. The criteria with which the 

system will be developed focus on the maximum use of 

the renewable resource, trying to minimize the energy 

cost for the hotel. The proposal for this energy 

management system will be based on the use of 

techniques based on fuzzy logic. The study presented 

here is therefore intended to be a first step towards the 

introduction of intelligent control techniques in the field 

of hotel energy management. 

The work begins by describing the system and the 

modelling aspects. Then the control system and the 

solution adopted for the problem is described. Finally, 

Proc. of the Int. Workshop on Simulation for Energy, Sustainable Development & Environment, 2018 
ISBN 978-88-85741-16-4; Bruzzone, Janosy, Nicoletti and Zacharewicz Eds.                                      

56

mailto:jamendez@ull.edu.es


the first results of this study are presented and the most 

important conclusions about them and future 

perspectives are extracted. 

 

2. SYSTEM MODELLING 
This work is intended as a first step towards the 

intelligent energy management in hotels. The common 

energy profile in hotels has some peculiarities. It presents 

an important energy demand during the night period and 

two consumption peaks at noon and late afternoon. Also, 

hotel consumption has a great dependency on the season. 

Thus, the use of EMS plays an important role in the 

energy management. The main variables involved are 

depicted in Figure 1.  

As observed, the management of the system is done using 

information of the system state, using prediction 

variables (forecasts of consumption and energy 

generation) and taking into account the cost of energy 

according to the market tariifs.  

The study proposed in this work considers a small-scale 

installation as a test bench for the design of an EMS. First 

results presented here do not use information of 

prediction variables. In future works, the design 

proposed will be translated to a real scale hotel.  

 

2.1. Description of the plant components 
For the simulation, a simplified model of a small-scale 

micro grid using Phasor solution is considered. This kind 

of solution, provided by specialized technology of 

Simscape Power SystemsTM from Mathworks, allows to 

accelerate the simulation speed. The model employed in 

this paper is a modification of Hiroumi Mita’s Model 

(https://es.mathworks.com/help/physmod/sps/examples/

simplified-model-of-a-small-scale-micro-grid.html). 

As well as the original model, the micro-grid is a single-

phase AC network, where all the energy sources are 

divided in an electricity network, an array of photovoltaic 

panels and a battery, employed to provide and storage 

energy. This battery is controlled by a fuzzy controller 

that will be described in the next section. The 

interconnection between components is shown in Figure 

2. 

 

 

Figure 1: Input/output variables in the Energy 

Management System (EMS) 

 

Figure 2. Schedule of the proposed system, detailing all 

the components and the flow power. 

 

In contrast to the original model, our proposal includes 

an option to change the initial state of charge and limits 

the maximum and minimum state of charge. The battery, 

then, supplies the remaining current when the power of 

the micro-grid is insufficient and/or the economic 

conditions are favorable to do it. If there is a surplus of 

solar power and the price of network consumption is 

lower than the price of battery usage, the charge 

operation will be allowed.  

Like the Hiroumi Mita’s model, the micro-grid is 

connected to the power network through a transformer 

mounted on a post which lowers the voltage from 6.6 kV 

to 200 V. The solar power generation is modeled 

employing a 1-Dimension lookup table, whose values are 

0 from 20h to 4h and reaches its peak amount (5 kW) 

from 14h to 15h. Data provided by this table is used to 

control a current source connected to the micro-grid and 

to a snubber resistance in parallel. This model also fits 

the generated current to the maximum requested current. 

In other words, if the load is disconnected from the 

micro-grid, the array of photovoltaic panels only 

generates the requested current by the load and the 

battery. The load is also modeled employing a lookup 

table, where the amount of electric power load reaches 

peak consumption at 9h (6,500 W), 19h and 22h (7,500 

W). Both solar and load data used in this simulation are 

shown in Figure 3. 

Figure 3. PV generation and load demand employed in 

the simulation. 

Prediction 

System 
Variables 

Energy costs 

Decision variables 
EMS 
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3. CONTROL SYSTEM 
The electrical system is managed by a fuzzy logic based 

controller that will be in charge of choosing the energy 

source to meet the demand and to define the flow rate of 

energy from or to the battery system. 

 

3.1. Fuzzy notations 
Artificial intelligence and, in particular, soft computing 

techniques have become an important tool for decision 

taking. Its use is not only limited to the industrial field 

but to other areas (González Rodríguez, Méndez, Batista, 

& Gonzalez-Cava 2018; Mendez et al. 2018). 

In general, fuzzy logic refers to the fuzzy set theory, 

where object classes have limits that are not clearly 

defined (fuzzy). The membership of one variable to these 

sets is defined through membership degrees (from 0 to 

1). In this way, fuzzy logic has become an important tool 

to exploit the tolerance to vagueness, uncertainty and 

partial truth to achieve robustness and find low cost 

solution (Lotfi a. Zadeh 1994). 

For the decision taking in this work, a fuzzy controller 

based on Mamdani inference was considered (Passino & 

Yurkovich 1998). Consider the fuzzy system defined by 

n input variables ui, i = 1, 2, …, n and m output variables 

yi with i = 1, 2, …, m, expressed by the linguistic 

variables. Each linguistic variable takes values from the 

linguistic set (�̃�𝑖 , �̃�𝑖) denoted, for each input and output, 

respectively as: 

�̃�𝑖 = {�̃�𝑖
𝑗
: 𝑗 = 1,2, … 𝑁𝑖}, (1) 

�̃�𝑖 = {�̃�𝑖
𝑝

: 𝑝 = 1,2, … 𝑀𝑖} (2) 

Each variable relates to a linguistic value by means of the 

membership function µ(ui) that takes values between 0 

and 1 according to the degree of membership to 

corresponding set. The relation between inputs and 

outputs is given by the inference system consisting of a 

set of IF-THEN rules:  

𝑰𝒇 �̃�1𝑖𝑠 �̃�1
𝑗
 𝒂𝒏𝒅 �̃�2𝑖𝑠 �̃�2

𝑘, 𝒂𝒏𝒅, …  𝒂𝒏𝒅, �̃�𝑛𝑖𝑠 �̃�𝑛 
𝑙   

𝒕𝒉𝒆𝒏 �̃�𝑞 𝑖𝑠 �̃�𝑞
𝑝

  

The last part of the fuzzy system is the defuzzification 

stage, where fuzzy variables are converted to crisp 

values. The method considered here for defuzzification 

is the center of gravity method (COG) defined by:  

𝑦𝑞
𝑐𝑟𝑖𝑠𝑝

=
∑ 𝑏𝑖

𝑞
∫ µ

�̂�𝑞
𝑖 (𝑦𝑞)𝑑𝑦𝑞𝑦𝑞

𝑅
𝑖=1

∑ ∫ µ
�̂�𝑞

𝑖 (𝑦𝑞)𝑑𝑦𝑞𝑦𝑞
𝑅
𝑖=1

, (3) 

where R is the number of rules. This expression 

represents the center of the area defined by the 

membership function associated to the implicit fuzzy set 

of the i-th rule. The integral term refers to the area under 

µ�̂�𝑞
𝑖 (𝑦𝑞). 

 

3.2. Fuzzy controller 
As commented, the implementation of the EMS is done 

using fuzzy logic models. The proposed system will be 

responsible to select the best energy source according to the 

state of the system and to economical criteria. Also battery 

charge management is defined by the fuzzy inference 

system.  

To cope with the intervariability of the hotels (according to 

the different characteristics of each specific hotel), the 

inputs were defined as normalized ratio variables. This will 

make easier the use of the controller in different scenarios. 

its own characteristics.  

Three input variables were considered in the controller: 

• SOCr: ratio between the state of charge of the 

battery and a reference value for the charge 

percentage. In this work, the reference value was 

fixed to 70% to minimize battery damages and to 

increase the life cycle of the battery.  

• Pr: ratio between power generated by the PV system 

and the power demand of the hotel. 

• ECr: ratio between the cost of the energy obtained 

from the grid and the energy produced by the 

battery. The cost of the energy directly obtained 

from the PV system was neglected as it is much 

lower than the other sources of energy. 

The membership functions of the input variables are 

depicted in Figure 4. 

The output variables considered in this work are related to 

the selection of the source of energy and the charge rate of 

the battery. Four variables were considered: 

• BPS: battery power source (from the PV system or 

from the electrical grid). The universe of discourse 

is defined between -1 and 1. Positive values will 

charge from the grid, negative values will charge 

from the PV system. 

• Gb: grid breaker. Depending on the state of the 

system and the prices, grid can be used or not. 

• PVb: photovoltaic breaker. When production is 

too low, the breaker is activated. 

• Ibat: charge rate of the battery. The universe of 

discourse is defined between -1 and 1. Positive 

values will charge the battery while negative 

values will discharge the battery. Charge values 

can have asymmetric values, that according to 

recent studies increase the battery life as discharge 

currents can be greater than charge currents 

(Geaney & O’Dwyer 2017). 

The membership functions of the output variables are 

depicted in Figure 5. 

Concerning the inference system, the rules where obtained 

by means of the information of an expert and by simulation. 

Figure 6 show some of the decision surface curves of the 

resulting fuzzy inference system.  

Figure 4. Input membership functions of the proposed fuzzy 

controller. 
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Figure 5. Output membership functions of the proposed 

fuzzy controller. 

 

 
Figure 6. Some of the decision surfaces curves of the 

proposed fuzzy controller. 

 

 

4. RESULTS 
The proposal is to simulate an energy management system 

based in fuzzy logic and to evaluate its performance. The 

proposed controller was evaluated in different scenarios 

where variations in the meteorological conditions, initial 

state of charge of the battery and cost of energy was 

considered.  

In a first experiment, a 5 days simulation interval was 

considered. During this interval, solar radiation has the same 

characteristics every day. The cost of energy ratio varies 

between three different tariffs: 0,5, 1,0 and 1,5. For the 

initial state of charge, two scenarios were considered. First 

scenario (scenario 1) considers an initial state of charge of 

100%. In the second scenario (scenario 2) the initial state of 

charge is 30%. These values were considered as they are the 

limit values allowed for the state of charge.  

Figure 7 shows the simulation of the system in scenario 1. 

As can be observed, according to the state of charge, this 

value varies significantly between the three ECr proposed. 

Only when the battery price and the grid price are equal, the 

controller tries to reach the setpoint (70%). In the other two 

cases, when the ECr is 0.5 the controller tries to avoid the 

usage of the battery, ignoring the setpoint. Finally, when the 

ECr has the value 2, the controller employs the battery more  

Figure 7. Battery state of charge with different ECr and 

initial state of charge 100%. 

 

Figure 8. Energy consumption from the network with 

different ECr and initial state of charge 100%. 

 

frequently to save economic resources, without considering 

the achievement of the setpoint its main goal. 

This effect is also viewed in Figure 8 when the energy 

consumption is compared. In this case, the system generally 

tries to avoid the energy consumption from the network 

when its value is higher than the battery’s one. Finally, the 

PV energy surplus is supplied to the network 

In Figure 9 the power flow through the battery is shown. In 

that case, positive values refer to discharge operation, while 

negative values refer to charge operation. The power 

supplied by the battery differs greatly according to ECr. The 

peaks that are reached by the power flow through the battery 

are continuously decreasing as soon as the state of charge is 

being closer to the setpoint. However, the peaks that 

corresponds to charge operation are always constant 

because of the usage of the same PV data for each day. 

Figure 10 shows the simulation of the system in scenario 2 

(30% initial estate of charge). Likely the scenario 1, the state 

of charge, the power flow through the battery and the energy 

consumption varies according to ECr. However, the results 

obtained when ECr is equal to 0.5 and 1 are similar. In those 

cases, the controller tries to reach the setpoint charging the 

battery from the PV surplus and the network. In addition, it 

could be seen that when ECr is equal to 2, the setpoint seems 

to be reached in a bigger simulation interval and the battery 

is charged only with the PV surplus energy.  
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It is important to mention the difference between the energy 

consumption during night periods, being bigger in scenario 

2 than in scenario 1 and whose aim is charging the battery. 

This effect is clearly visible in the first hours of simulation 

in Figures 8 and 11. The energy consumption also reaches a 

bigger value, without matter the ECr than in scenario 1. 

 

Figure 9. Power flow throughout battery with different ECr 

and initial state of charge 100%. 

 

Figure 10. Battery state of charge with different ECr and 

initial state of charge 30%. 

 

Figure 11. Energy consumption from the network with 

different ECr and initial state of charge 30%. 

 

 
Figure 12. Power flow through the battery with different 

ECr and initial state of charge 30%. 

 

Finally, in Figure 12 the power flow through the battery is 

shown. Positive values are much smaller in scenario 2 than 

in scenario 1, which means that the discharge current is 

lower and the remaining current is consumed from the 

network. The positive peaks seem to be continuously 

increasing their value as the state of charge increases too. 

As can be seen, in both simulation scenarios the battery tries 

to reach the reference value when ECr is equal to 1 and has 

different results when ECr is 0.5, being closer to the setpoint 

when the initial state of charge is 30% than in the scenario 

1, when the initial state of charge is 100%. When ECr is 

equal to 2, a more aggressive answer is shown by the 

system. In that case, reaching the setpoint seems more 

difficult, even in a bigger time interval. However, the 

system tries to minimize the global cost of energy 

consumption in every scenario and not only to reach a 

setpoint employed to extend battery life. 

 

5. CONCLUSIONS 
A simulation study of an energy management system was 

proposed. The control system designed meets the basic 

design specification: to optimize the management of the 

energy system considering economic criteria. The final 

system is intended to be applied in hybrid energy systems in 

hotels.  

The controller based in fuzzy logic focuses in achieving the 

setpoint of the battery state of charge by selecting the best 

charge/discharge operation. Different simulations with two 

scenarios have been done with satisfactory results. 

The simulation has been designed so that the power 

generated with the PV system is not enough to meet the 

demand of the proposed plant during the whole simulation 

period. When this happens, the system activates the grid or 

the battery system to meet the demand. This operation is 

done according to economic criteria and taking into account 

the state of charge of the battery.  

In this work, the potential use of energy management 

systems based on fuzzy logic is presented. The future 

perspectives indicate that artificial intelligence techniques 

will play a central role in energy management.  
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